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Abstract:

Cyber threats are fundamentally different from any other because they usually do not involve any
kinetic, or in other words physical, effects atians. Yet they nonetheless have a huge potential

for damage because digital and networked enabled elements permeate our governments,
infrastructure, businesses and even private lives.

Such threats are fundamentally borderless and global in nature. Theyoriginate from
absolutely any place in the world and target virtually any other place. In addition some attacks
may originate in one country, use a botnet (a group of voluntarily or involuntarily remotely
controlled computers, used to increase thecefté some types of cyber attacks) of computers in
another (or even several other) country and target a server or website in a third. Thus effective
solutions for such global threats have to in turn also be truly global.

Threats:

There has been confusion on the criteria used to determine the definition of the term
CyberThreatsor computercrimes. Some arguedthat, it is any crime that involves theuse of
computersomearguedthat,it is acrimein the presencef a computer.

However,somehave criticized the categorizatiornof cyber crime. Don Gotternbarnarguedthat,
thereis nothing specialon the crimes thathappento involve computers.Is it possiblefor a
crimebeing categorizedin accordanceto a tool, equipment, mechanismor means through
whichit wascommitted?f that'sso, how manycategorief crimewould be there?How about
the crime committedthroughusing a television,automobiles scalpel,scissorsand othertools,
can we categorize each of them as individual crimes? Gotternbarn concludes that
crimesinvolving computersaarenot necessarilyssuesn computerethics

For a starit might be helpful to split cyber threats into two very broad categories, namely cyber
warfare and cybercrime. Cyber warfare is malicious cyber activity dire¢btlyatening the
security, defense capabilities, vital infrastructure or societies of a particular state or region. A
act of cyber warfare can includespionaggacquisition of sensitive informationglisruption or
destruction of critical infrastructureysh as communications), manipulation of defense or other
vital systems. These attacks are generally taken to be perpetrated by states, terrorist or other
militant organizations or by proxies acting on behalthed aforenentioned Cybercrime (often
referrel to as computer crime in legal matters) on the otheal hefers to criminal act perpetrated
using computers and their networks. Cybercrimes often can include personal information theft by
various means in order to use it to gain access to bank accOtms.examples might include
corporateespionagehrough cyber means. Yet not all cybercrimes are committed for financial
gain. Hacktivism andgo calledrecreation hacking are great examples of this. The foisrdone
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for political valuesjdeals(such adreedom, self determination, etc.) or on the behalf of particular
causeandlatterisdond or t he Al ul zo0 (basically ,(namelyfun o
others in the hacker communjity

Secondly it might be useful to identify some of thesmprominent methods used to commit
various cyber attacks. One of the most pervasive ones and probably one of the easiest to commit
is called a denial of service attack (DoS) or more commonly a distributed denial of service attack
(DDo0S). These attacks aneery common because of therelative ease of execution and
significant impact upon the targeflfo put it simply perpetrators of these attacks often use
computer programs called network stress tools, such as the Low Orbit lon Cannon (LOIC) to
target a pdicular website or network. These stress tools work by bombarding the target with
very large numbers of requests, therefore overloading servers, consuming all the bandwidth and
at leastemporarily making the network or webpage inaccessbt&S(Attacks- CERT). DDoS

attacks use the exact same principle but on a larger scale by enlisting multiple computers in a
botnet (voluntarily or not) to amplify the effect of the attack. Network stress tools like LOIC can
be easily downloaded on the internet and usgdabyone with even minimal computer
knowledge because they do not require any programming or coding skill. For these reasons
DDoS attacks are very popular with hacktivists such as Anonymous, though they are also
frequently used by other actors.

However tle most popular method of committing cyber attacks is by way of malware which is
catch all term that describes all malicious software or pieces of code. In fact malware attacks
account for as much as 67.1 per cent of all committed cybercrimes accordetgmd surveys

(CSI Comp Crime Survey 2010/2011). Malware probably most notably inchttiesks with
computer viruses or worms. These are types of malicious self replicating programs that infect
computers and spread through networks and the internet. $\Vgpectifically are a subset of
computerviruses that gread by making copies of themseliasevery infected computesr
system Viruses in general can be programmed to perform many different actions, from just
spreading and replicating oneself, to delgtor altering programs in target computers, granting
remote access to third parties to an infected computers, stealing or spoeddifrom computers

or servers and performing other pre programmed actibimss their effects can range frdtre
relativelybenign tothevery dire Moir 2003.

While there are other means of committing various cyber attacks, they are all based on the same
principles of exploiting vulnerabilities and findirgystemloopholes to achieve desired effects.
Those effects can beaghing from, disruption or destructiarf information to control or access

of a system Moreover in recent years there have been many different welicized cyber

attacks committedusing various different methods, targeting a lot of different entdies

ranging in scale and severity.

Many well publicized denial of service attacks were perpadidiring the Arab Spring uprisings

by the hacktivist collective aniditernet groupg called6 Anony mous 6. One of th
was the so dubbedid O p @ roant T wbythesAnaayinous collective, targeting several websites

of the Tunisian government during the mass protdst$ took place in the countrp the

beginning of January 2011. The websites taken down by the DoS attacks included those of the
ministry of foreign affairs, the stock exchange, the ministry of industry, the president and the
prime minister Kill 2011). While these attacks were considered by many to be commendable and
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positive, they nonetheless were at least formally criminal acts. yter attacks can be a lot
more severe than just the disruptmimwebsites which is usually simply a basic taetmployed
by hacktivists.

This brings us tan example oprobably the most famous logr worm attack in recent times,
namelythat ofthe wormknown asd St u x n mitabdily dffécted the Natanz nuclear facility in

Iran in June 2010. The worm had been called the most sophisticated cyber weapon to date and is
credited by some with temporarily paralyzing the Iranian nuclear program; thbedtanan
governmentasrepeatedly denied thateause any severe damage disruption Therefore it is

hard to know the true scale of the impact of the attack. What is known is thedriineworks by
infiltrating and gaining remote control of the targesteyn in turn reprogramming it. Stuxnet in
particular target centrifuges used in uranium enrichment by changing the frequency of the electric
current to them, thus disrupting their normal operation and potentially sabotaging the enrichment
process. While th source of the Stuxnet worm is unknown, it was referred to by some as a
military grade cyber weapon, which has lead to speculation that it has been created by some state
trying to i nt edebreprogramwhkatwhll 2011).aYethaeven its origp the

Stuxnet attacked proved that cyber weapons can potentially cause not only damage in cyberspace,
but can be used to manipulate procegsbastransferin to kinetic effects possiblyinflicting

physical, real worldlamage.

There have also been mampyominent attacks that targeted corporations and other private
entities. A good example of this is an intrusion in June 2011 by unidentified hackers into
Citigroup (one of the largest financial services companies in the world) servers saw the mass
theft of the credit card as well as other personal information of more than 200,000 of their
customersKravets 2011 Another good example are the attacks that occurred in May 2011 on
the US defense and aerospace company Lockheed Martin, which produces sgivierajefts

such as A6 and F22 for the US armed forces. While official reports suggested that the damage
from the attacks was minimal and quickly respondedt s reported that restoration of normal
employee access to its systems took at least dedaya following the incidentBBC News

20117).

Besides the above stated specific examples of various cyber incidents it is also inmiportant
understanding the effect of global cyber threats on all types of global &ottaise alook at
broader trends ral statistics to do with cyber threats to really get a efepicture of the
gargantuan scope of the problem.

For example a recent report on cyber threats in the United States provided a shocking insight into
the exponential growth of these incidentzery year. The report stated theyber security
incidents in US federal agencies have increased by a staggering 680 per cent over a period of six
years. This huge rise in attacks is said to be especially dbeitecreased activity of hacktivists

and stée sponsored actorreedberg 2012 Furthermoreareport done by Symantec has valued
global losses due to cybercrime in 2011 at 388 billion USD with 441 million people worldwide
being affected by them. As the report points, aybercrime globally costthe world a much

greater amount thathme global illicit trade in marijuana, cocaine and heroin combined, which is
valued annually at 288 billion USIN¢rton Cybercrime Report 2011



Additionally in 2010 theh Second Annual Co st dood ly tlieyPoremon Cr i me
Institute based on a representative sample of 50 sizable companies from different industry sectors

in the United States revealed that the costs incurred from cybercrime for them ranged from 1.5
million up to 36 million USD per annum, with threedian cost being incurred standing at 5.9

million USD. These loses represented a staggering 56 per cent increase from the results of the
same study conducted the year before. The study noted that the 50 organizations in the sample
sustained about 72 swessful cyber attacks per week, averaging out at more than one=glker
percompany. This also showed an increase from the 2010 study by 44 per cent. Moreover it was
also found that some of the most costly attacks for these companies were actuallyrbalsaf de

service attacks thaeverelydisrupted busines$@nemon Institute 20)1

Thus it is not difficult to see that cyber threats have severe security and financial tionpdica

the public and privatsphers. Due to the global nature and prevalerof information systems

with network enabled capabilities cyber threats do not leave any state, business or private
individual safe from their adverse effects. In additioyber attacks are no longer rare
occurrences, but very common, pervasive and raedi extraordinarily damagingvents
Furthermore, preciselyhe global nature of these threaiece againleads to the inevitable
conclusion that any significant solution to them has to be global asYe¢ldespite the nearly
universally harmful naturefa@yber threats there has not been a comprehensive global response

Threat Identification

This threat identification resource has been developed to assist system owners and developers.
This resource presents a broad view of the risk environment. idsdipresentdokelowwere
selected based on their occurrence and significance.

Categories:The threat resource is categorized into four main groups: environmental/physical
threats, human threats, natural threats, and technical threats. The categmsiastliexhaustive.

It was developed as a guide to spur identification of threats and vulnerabilities. As conditions and
technology change, other categories not included here could apply to the system under review.

Threats: Within each section the threaare identified and described. The threat list is not
exhaustive. Other threats not included here could apply to the system under review. For this
reason, an entry for other threats has been included in each section. The effects of threats vary
consideraly from confidentiality and integrity of data to the availability of a system. Therefore,
System Impact is identified within the threat column for each described threat.

Examples: To further assist those consulting this resource, examples of each thpeadhave
been provided. The examples are not all inclusive. They provide guidance. Other conditions
requiring consideration may be present for the system under consideration. If they exist, these
conditions should be addressed by system owners andgers|



Human

Threats

Threats

Descriptions

Examples

1. Arson
Primarily affects
system availability.

Arson is the willful and
generally malicious burning o
starting of fires.

AMalicious fires caused by bombs
and incendiary devices could resul
in damage or destruction of systen
hardware and loss of data.

AThe malicious intent could be the
cause of a fire resulting from a
contact of steel wool cleaning
material and metal or wiring.

2. Data Entry Errors
or Omissions

Could significantly
impact daa integrity,
and to a lesser extent
data availability.

Data entry errors and
omissions are mistakes in
keying or oversight to key
data, which could affect
system resources and the
safeguards that are protecting
other system resources.

AFailure to disabler delete
unnecessary accounts, such as gu
accounts and employees that no
longer need access to system
resources could result in
unauthorized access to sensitive
data.

AEntering incorrect values for
sensitive information such as SSN
financial data opersonally
identifiable data could result in dat
inconsistency.

Alnnocent data entry errors could
result in inconsistency in spellings,
which could make accurate
reporting, or standard searches
impossible.

3. Espionage
Significantly impacts
data confiéntiality, but
combined with other
threats could impact
data integrity and
availability.

Espionage is the covert act of
spying through copying,
reproducing, recording,
photographing, interception,
etc., to obtain information.

AEspionage could be conductey
foreign governments through
technical means, such as electroni
bugs and wire taps.

AForeign government could recruit
an agent inside the target agency |
either bribing or blackmailing an
employee.

ACompanies could encourage
employees to take positis in CMS
to provide those companies with a
constant supply of information.
ALegitimate business agreements,
such as licensing and ite liaison
officers or contractors could be use
to provide unauthorized




opportunities to gather information

4. Impersonation

Could significantly
Impact data
confidentiality, and to ¢
lesser extent data
integrity and
availability.

Impersonations are threats th
often become enablers for
other threats. Impersonation
for physical access could
include misuse of badgdsgy
cards, personal Identification
numbers (PIN), etc.
Impersonation for electronic g
system access could include
use of others
and authentication informatiol
in an attempt to gain system
privileges and access to syst¢
resources.

Ashaing of badges, key cards, an(
PINs could provide an employee o
cardholder with unauthorized acce
to sensitive information.

AForged documents could form thé
basis for data entry, modification, ¢
deletion.

ASocial engineering such as trickir
employeesnto revealing passwords
or other information can
compr omi s e
security.

a t ar

5. Improper Disposal
of Sensitive Media
Primarily affects
confidentiality, but in
combination with other
threats could impact
integrity and
availability.

Improper Dsposal of Sensitive
Media is the discarding of
information improperly which
could result in compromise of]
sensitive information.

ASearching for residual data left in
computer, computer tapes, and dis
after job execution could
compromise that data.

ADisposing of previously owned
client PCs that contain sensitive ar
unclassified information could
reveal sensitive data.

AReadable data can be retrieved
from hard copies, wastepaper
baskets, magnetic tapes, or discar
files resulting in compromise ohéat
data.

6. Inadvertent Acts or
Carelessness

Could significantly
impact data
confidentiality,
integrity, and
availability.

Inadvertent acts or carelessng
are unintentional acts that
could cause system
performance degradation or
system loss.

AProgranming and development
errors result in software
vulnerabilities. Successful
compromise could lead to loss of
data confidentiality, integrity, and
availability.

Alncorrect operations of database
synchronization procedures could
result in data errors, incluty entry,
deletion, and corruption errors.
Almproper upgrades to database
management software could result
vulnerabilities that could impact dal
confidentiality, integrity, and
availability.

AProgramming and development
errors could cause a buffeverflow.
This leaves the system exposed tg
security vulnerabilities.




Alnstallation, upgrade and
maintenance errors could leave da
unprotected or overly exposed to
security vulnerabilities.

AFailure to disable or delete
unnecessary accounts (network,
Internet, and voice), such as guest
accounts, and terminated employe
could result in unauthorized acces
to sensitive data.

AFailure to recover terminated
empl oyeesd card
could provide unauthorized access
system and data.

7. Labor Unrest
Primarily affects the
availability of the
system. Could also
affect confidentiality
and integrity.

Labor unrest is activities
organized by employees
designed to halt or disrupt
normal operations such as
strike, walkout, and protest jo
action.

ATheunavailability of key personne
resources could disrupt normal
operations.

AEmployee refusals to carry out
work-related instructions or tasks
could pose a threat to information
security if they refuse to close
vulnerability.

8. Omissions
Primarily affects the
confidentiality,
integrity and
availability of the
system.

Omissions are honmalicious
threats that could affect syste
resources and the safeguardg
that are protecting other
system resources.

AFailure to disable or delete
unnecessary accounts (wetk,
Internet, and voice), such as guest
accounts and employees that no
longer need access could provide
unauthorized access to system
resources.

AFailure to recover terminated
empl oyeesd card
could provide unauthorized access
Alf the system administrator fails t
perform some function essential to
security, it could place a system ar|
its data at risk of compromise.

9. Procedural
Violation
Primarily affects
availability of the
system.

Procedural violation is the act
of not following standard
instructions or procedures,
which could be either
intentional or unintentional.

ARefusal to carry out work related
instructions or tasks, such as the
refusal to remove a User ID and
logon access of an employee
terminated for cause could place 4
system and data at risk of
compromise.

AUnintentional failure to carry out
work-elated instructions or tasks,
such as the failure to test a backug
tape to determine whether or not th




backup was successful could place
data at risk of loss.

10. Riot/Civil
Disorder

Primarily affects the
availability of the
system.

Riot/civil is a violent
disturbance created by and
involving a large number of
people, often for a common
purpose or over a significant
event.

AThe unavailability of key personn
resources cdd affect system
availability.

AThe refusal to carry out work
related instructions or tasks could
affect data availability.
AEmployees might not be able to
reach the workplace to ensure dat:
protection.

11. Scavenging
Primarily affects
confidentiality.

Scavenging is the searching
through object residue to
acquire sensitive data.

ASearching for residual data left in
computer, computer tapes, and dis
after job execution could
compromise that data.
AExamining discarded or stolen
media could reveal ssitive data.

12. Shoulder Surfing

Primarily impacts data
confidentiality, but in
combination with other
threats could impact
integrity and
availability.

Shoulder Surfing is the
deliberate attempt to gain
knowledge of protected
information from observain.
The unauthorized disclosure
protected information leads tg
information misuse (identity
theft), or such information
could be used to gain
additional access or
information.

AHousekeeping staff could observ
the entry of sensitive information.
AFdilure to protect a UserlD and
Password from observation by
others during logon could allow
unauthorized users to capture
sensitive information.

Avi sitors coul d
passwords and other sensitive
information left unprotected on
desktops.

AAllowing remote dialup access to
networks or systems from egite

| ocations coul d
dial-up access phone number, use
account, password, or lean
procedures.

APersonal standalone workstationg
could be unprotected.

13. Terrorism
Primarily affects
confidentiality,
integrity and
availability.

Terrorism is a deliberate and
violent act taken by an
individual or group whose
motives go beyond the act of
sabotage, generally toward
some extreme political or
social sentiment.

Terrorism is a caostant danger as
illustrated by the following attacks:
ASeptember 11, 2001 attacks.
ABomb threats/attempts e.g. 1998
Embassy bombings, 1993 World
Trade Center Bombing.
ABiological attack e.g. post
September 11, 2001 anthrax attac
ACyber terrorism ormiformation
warfare. For example, Hackers
broke into the U.S. Justice




Department's web site and replace
the department's seal with a
swastika, redubbed the agency the
"United States Department of
Injustice" and filled the page with
obscene pictures. Adsin
December 2001, computer hacker
tapped into WebCom, one of the
nation's largest worldwide web
service providers on the Internet,
and removed more than 3,000 site
for 40 hours, many of them retailer
trying to capitalize on the Christma
rush.

14.Theft, Sabotage,
Vandalism, or
Physical Intrusions
Could significantly
impact data integrity
and availability, and to
a lesser extent data
confidentiality.

Theft, sabotage, vandalism, 0
physical intrusions are
deliberate malicious acts that
could cause daage,
destruction, or loss of system
assets. Such an act could alg
enable other threats, such as
compromise of interconnecte(
systems.

ADisgruntled employees could
create both mischief and sabotage
system data.

ADeletion or corruption of data
couldoccur through acts of
vandalism.

ALogic bombs could destroy syste
data at a given time or under certa
circumstances.

ASensitive data could be captured
through application vulnerabilities,
and held hostage.

AcCleaning staffs/vendors could ha
accessd sensitive information.
ADisgruntled employees could
sabotage a computer system by
installation of software that could
damage the system or the data.
ADestruction of hardware or
facilities could destroy data that
might not be recovered.
AComputer abussuch as intentiona
and improper use, alteration and
disruption could result in loss of
system assets.

AcCleaning staffs/vendors or
contractors could steal unsecured
sensitive information.

15. User Abuse or
Fraud

Could significantly
impact data
confideriality,

User abuse or Fraud address
authorized users who abuse
their assigned access privileg
or rights to gain additional

information or privileges.

AUsers could browse systems and
applications in search of specific
dataor characteristics.

AUse of information (password) as
an indirect aid for subsequent
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integrity, and
availability.

misuse, including unauthorized
access could compromise data
security.

Alnformation (Social Security
numbers) could be used as a direc
aid for illegal purposes, incluag
identity theft.

AA user could engage in excessive
use of an Information System asse
for personal means (e.g., games,
resumes, personal matters).

AThe opening of an unprotected pq
on a firewall could provide
unauthorized access to informatior

16.0t her Thr
(To be specified by
system owner or
developer.)
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Threats

Technical
Threats Descriptions Examples
1. Compromising Compromising emanations ar, ARadiation or signals that emanatg
Emanations the unintentional dateelated | from a communications circuit cou

Primarily affects
confidentiality.

or intelligencebearing signals,
which, if intercepted and
analyzed, could disclose
sensitive information being
transmitted and/or processed

disclose to unauthorized persons ¢
equipment the sesitive or
proprietary information that is bein
transmitted via the circuit.

AUse of an inductive amplifier on
unprotected cable could reveal
unencrypted data and passwords.

2. Corruption by
System, System
Errors, or Failures
Could impact
confidentialty,
integrity, and
availability of the
system.

Corruption by System, Syster
Errors, or Failures addresses
corruption of a system by
another system, system error
that corrupt data, or system
failures that affect system
operation.

AFailure of system
software/hardware could result in
database failures leading to financ
loss.

AFailure of application software
could prevent users of these
applications from performing some
or all of the tasks assigned to them
unless these tasks could be carriec
out manually.

AFlawed designs, such as newly
discovered vulnerabilities not
addressed by requirements could
place system at risk of compromis
AFaulty implementation, such as
inconsistency with design or new
bugs not covered by specifications
could allow compromisef data and
application.

3. Data/System
Contamination
Could significantly
impact data
confidentiality, and to ¢
lesser extent data
integrity and
availability.

Data/system contamination is|
the intermixing of data of
different sensitivity levels,
which coud lead to an
accidental or intentional
violation of data integrity.

AData values that stray from their
field descriptions and business rulg
could be revealed to unauthorized
person.

AAnomalies and multiple account
numbers for the same entity could
allow unauthorized access to data.
ACorrupted system files could
contain strings of sensitive
information.

AFile fragments containing sensitiy
information could be scattered
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throughout a drive instead of in an
encrypted sector to protect them
from compromis.

ACrosssite scripting attacks (CSS)
could be launched by inserting
malicious tagging as an input into
dynamically generated web pages
Malicious tagging could enable an
attacker to accomplish compromis
of data integrity, set and read
cookies, intergat user input and
execute malicious scripts by the
client in the context of the trusted
source. For example, Citibank
closed a CSS vulnerability identifie
by De Vitry at the bank's C2IT.com
Internet payment site that enabled
attackers to grab users' citethrd
and bank account information.

4. Eavesdropping
Could significantly
impact data
confidentiality, but
combined with other
threats could impact
data integrity and
availability as well.

Eavesdropping is the deliberg
attempt to gain knowledge of
protected information. The
unauthorized disclosure of
protected information leads tg
information misuse (identity
theft), or such information
could be used to gain
additional access or
information.

AEavesdropping devices, such as
Electronic Bugs, could besad to
intercept sensitive, unencrypted
data. For example, keystroke
monitoring could transmit every
keystroke so that all user input cou
be reproduced.

ATrojan Horse applications could
surreptitiously capture user or
system activities.

AUse of an indctive amplifier on
unprotected cable could permit
unauthorized intercept of
transmission. These transmission
could include sensitive information
such as passwords, in the clear.
AUse of a Packet Sniffers could
permit unauthorized intercept of
transmision. These transmissions
could include sensitive information
such as passwords over networks
(e.g., in telnet or ftp).
AElectromagnetic radiation from
standardcomputers could be used
reconstruct the contents of the
computer screen. These signals
could carry a distance of several
hundred feet, and even further whe

12



exposed cables or telephone lines
function as unintended antennas.
AAttackers could use offshore
hackers to break into Federal
computer systems and steal
protected information. The fattat
the attack could come from outside
the United States increases the
difficulty of protection.

5. Hardware /
Equipment Failure

Primarily affects the

integrity and
availability of the
system.

Hardware / Equipment Failurd
is the unexpected loss of
opeamtional functionality of
any system hardware asset.

AMalfunction or failure of Central
Processing Unit (CPU) or other
hardware could result in the loss o
system data.

AFaulty network components such
as hosts, routers and firewalls cou
result in interuption of
communications between the
connected stations.

Almproper hardware maintenance
could allow a system crash to occu
Alnternal power disturbances could
result in loss of system data.
ASelf-generated or other internal
interference could damagetdar
interrupt system function.

6. Impersonation
Could impact
confidentiality,
integrity and
availability.

Impersonations are threats th
often become enablers for
other threats. Impersonation
for physical access could
include misuse of badges, ke
cads, personal Identification
numbers (PIN), etc.
Impersonation for electronic g
system access could include
use of others
and authentication informatiol
in an attempt to gain system
privileges and access to syst¢
resources.

Asharing obadges, key cards, and
passwords could provide
unauthorized access to sensitive
information.

AMasquerading, such as
impersonation: false identity
external to computer systems or
playback and spoofing attacks cou
result in unauthorized access to
sensitie data.

ASocial engineering, such as
tricking employees into revealing
passwords or other information
coul d compr omi s ¢
security.

AForged email messages could
reveal sensitive information.

7. Insertion of
Malicious Code or
Software; or
Unauthorized
Modification of a

Insertion of Malicious Code o
Software; or Unauthorized

Modification of a Database is
the malicious intent to change

a systemdtisn c o

AModification, insertionpr deletion
of data or lines of code could
compromise data and/or system.
AUnauthorized modification of
database records could compromis
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Database.

Could significantly
Impact data
confidentiality,
integrity, and
availability.

without authorization by the
addition or modification of
code, software, database
records, or information. The
intent and impact could range
from subtle annoyances and
inconveniences to catastroph
failures and outages.

data integrity and availability.
ATrojan Horse applications could 4
installed through code and softwar
modifications. Some examples are
SubSeven Trojan, NetBus,
BackOrifice, NetCat and Deep
Throat

ALogic bombs could be placed
within authorized software and
perform malicious system actions ¢
a given trigger event.

ATrap door functions could be
inserted into authazed code and
software.

Almproper database entries and
updates could be executed.

8. Installation Errors
Could impact
confidentiality,
integrity and
availability of the
system.

Installation errors are the
errors, which could occur as 3
of result poor inwllation
procedures. Installation error
whether hardware or softwarg
could undermine security
controls.

APoor installation procedures coul
leave data unprotected, e.g. bunlt
security features of software
packages are not implemented.
AFailure toeducate and prepare fol
installation and uninstallation
methods could leave data
unprotected.

Alncorrect installation or a conflict
with another device that is
competing for the same resources
within the computer system could
impact system data and resce
availability.

Alnstallation of programs designed
by users for personal computers
could modify the system
initialization scripts and change the
configuration of a system allowing
unauthorized access to sensitive
data.

Alnstallation of patches and hot
fixes could modify the system
initialization scripts and change the
configuration of a system. This
could reset security settings and
place data at risk of compromise.

9. Intrusion or
Unauthorized Access
to System Resources

Depending on the leve

Intrusion or Unauthorized
Access to System Resources
gaining unauthorized access
system resources. Theent

ATrojan Horses perform malicious
system actions in a hidden manne
including file modification, deletion
copying, or the installation of syste
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of intrusion and the
safeguards, the
intrusion or
unauthorized access tq
system resources coul
impact confidentiality,
integrity, and
availability.

could be malicious or
nonmalicious (e.g., curiosity
seeker) in nature.

backdoors. Some examples are
Sub&ven Trojan, NetBus,
BackOirifice, and Deep Throat.
ATrap Door (back door) attacks
could result in improper
identification and authentication,
improper initialization or allocation,
improper runtime validation or
improper encapsulation.

ANetwork worms, &. Code Red
worm, W32/Leaves worm, and
power worm could damage the
system and associated data.
AAuthorization attacks, such as
Password cracking or Token hacki
could result in unauthorized acces:
and system/data compromise.
AHotmail vulnerability Microsoft
was informed on August 29, 1999,
of a weakness that allowed anyone
to read the inbox of any Hotmail
user, provided the username was
known.

Aln February 1998, hackers
launched an attack against the
Pentagon and MIT. In the attack
against MIT, hackerwere able to
collect user names and passwords
computers outside the network
through the use of a packet sniffer
Details on the attack against the
Pentagon were not made availablg

10. Jamming
(Telecommunication3
Primarily affects the
availability of the
system.

Jamming is the deliberate
radiation, reradiation, or
reflection of electromagnetic
energy, which could cause
communications degradation,
or total loss of the system.

AJamming the radio frequency cod
produce electrical interference that
prevents system operation.

11. Misrepresentation
of ldentity

Could significantly
impact data
confidentiality, and to ¢
lesser extent data
integrity and
availability.

Misrepresentations of identity|
are threats that often become
enablers for other threats.
Misrepresentation for
electronic or system access
could include
identification and
authentication information in
an attempt to gain privileges

AAbuse of privileges such as misu
of USERIDs and passwords could
be usd to gain unauthorized acces
to sensitive data.

APersonal profile extraction could
allow an unauthorized person to
assume an otherwise authorized r¢
AForged documents and message
could form the basis for costly
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into system resources.

business decisions.

ASocial engineenig, such as
tricking employees into revealing
passwords or other information tha
provides access to an application
could compromise data security.

12. Misuse of Known
Software Weaknesses
Could impact
confidentiality,
integrity and
availability.

Misuse & Known Software
Weaknesses is the deliberate)
act of bypassing security
controls for the purpose of
gaining additional information
or privileges. This weakness
could be at the operating
system, application or access
control levels of a system.

AUser IDs especially
root/administrator with no
passwords or weak passwords for
systems could allow unauthorized
access to the application and its dz
ARemote Procedure Call (RPC)
weaknesses in rpc.ttdbserverd
(ToolTalk), rpc.cmsd (Calendar
Manager), andpc.statd could allow
root compromise. This affects
multiple Unix and Linux systems.
AIMAP and POP buffer overflow
vulnerabilities or incorrect
configuration could allow
compromise of data and applicatio
Asendmail buffer overflow
weakness, pipe attacksad MIMEbo
could allow compromise at the roo
level.

AGlobal file sharing and
inappropriate information sharing
via NFS and Windows NT ports
135139 (445 in windows 2000) or
UNIX NFS exports on port 2049 as
well as Appletalk over IP with
Macintosh file saring enabled,
could result in data compromise.
AThe RDS security hole in the
Microsoft Internet Information
Server (11S) could allow an attack t
damage or destroy the application
and its data.

13. Saturation of
Communications or
Resources

Could impat integrity
and availability

Saturation of communications
or system resources is the
condition in which a
component of a system has
reached its maximum traffic
handling capacity. Saturation
of communications or system
resources is a threat that
creates ma unstable

ADenial of Service (DOS) and
Distributed Denial of Service
(DDOS) attacks, such as network
saturation attacks and bandwidth
consumption attacks could result ir
system/data unavailability.
Asendmail buffer overflow
weakness, pipe attacks and MIME
could allow compromise at the roo
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environment, which could
degrade communications
capabilities and/or consume
processor time (e.g., flooding
the buffer).

level.

14. System and
Application Errors,
Failures, and
Intrusions not
Properly Audited and
Logged

Could significantly
Impact data integrity
and availability.

Auditing and logging of
system and application errors
enable administrators to
troubleshoot and safeguard
performance issues, and
reconstruct events of
unauthorized access. The lag
of sufficient auditing and
logging of System and
Application Errors, Failures,
and Intrusions reduces these
capabilities.

AAuditing and logging settings not
properly configured at the system
and application level could prevent
tracking of malicious acts.
Alntruders could gain unauthorized
system access and abort auditing
processes.

Alf Audit logs reach their maximur|
threshold they could remove logge
data, or stop logging new data.

15. Takeover of
Authorized Session
Could significantly
impact data
confidentiaity, and to a
lesser extent data
integrity and
availability.

Takeover of Authorized
Session is gaining control of 3
authorized session, and
assuming the access rights of
the authorized party. This

session could be used for

further unauthorized access.

ANetwork sessions could be
compromised through session
hijacking techniques.

AWnhen a user leaves the immedia
work area and a session remains
open, unauthorized use could occt
ADatabase communications could
captured, modified, and sent to the
original destination.

16. Tampering
Primarily affects the

Tampering is an unauthorized
modification that alters the

AWeb hacks could deface a web
site, or disable the web server

integrity and proper functioning of functionality.

availability of the equipment in a manner that | ADomain Name Service hacks col

system. degrades the security prevent authorized users from
functionality the asset properly accessing network or
provides. Internet resources.

17. Other

(To be specified by
system owner or
devdoper)
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Environmental

/ Physical Threats

Threats

Descriptions

Examples

1. Electromagnetic
Interference (EMI)
Primarily affects the
integrity and
availability of the
system.

Electromagnetic Interference
(EMI) is the impact of signal
transmiters and receivers
operating in proximity to a
CMS system, which could
cause an interruption in the
electronic operation of the
system.

AMalfunctioning equipment:
Electromagnetic impulses and radi
frequency interference (RFI) are
common causes of line rs@. Line
noise could cause corrupted data
transfers from a CPU to disk,
printing errors, power supply
damage, and static on computer
monitor screens.

AEMI could cause an extended
power surge, ovestress power
supplies and lead to computer
equipment dange.

AEMI could cause a power failure,
disrupting network operation,
computer screens to go blank, and
servers to crash.
AElectromagnetic radiation from
standard computers could be used
reconstruct the contents of the
computer screen. These signals
could carry a distance of several
hundred feet, and even further if
exposed cables or telephone lines
as unintended antennas.

2. Environmental
Conditions
Primarily affects the
integrity and
availability of the
system

Environmental conditions are
contwlled and noncontrolled
climate conditions, which hav
the potential to cause system
damage or degradation. This
threat could be a result of the
natural environment (extreme
heat, cold, humidity, etc.) or
faulty/poorly designed heating
ventilation, and ia
conditioning systems.

Awater leaks in server rooms coul
cause equipment damage.

ABoth excess and insufficient
humidity in the computer room
could threaten system reliability.
AOverheating in computer rooms
could result in computer failure anc
downtime.

APoor ventilation and air
conditioning failure in server roomg
could cause mechanical parts, suc
as disk drives containing data, to
fail.

AAir conditioning system failure
could impair utilization of the

18



building due to excessive heating,
cooling, orinsufficient air exchange

3. Hazardous
Material Accident
Could impact system
availability.

Hazardous material accident
the unexpected spill of toxic
material. Hazardous material
are substances that are eithe
flammable, oxidizable or
combustiblegxplosive, toxic,
noxious, corrosive, an irritant
or radioactive.

AOffice cleaning materials with
flammable contents could cause a
fire or explosion if spilled or not
kept at a specific temperature.
ASpilled chemicals could cause a
fire, releasing toxismoke.
AChemical drain cleaners (also
called drain openers) are extremel
corrosive. Common ingredients in
drain cleaners include lye or sulfur
acid. These chemicals work by
eating away materials including sk
if they should come in contact.
AHousetold ammonia is considere(
to be an irritant rather than a
corrosive hazard. Vapors, even in
low concentrations, can cause sev
eye, lung, and skin irritation.
Chronic irritation may occur if
ammonia is used over long periods
of time.

ASolvents such aslcohols are
considered combustible because
they evaporate easily at room
temperature and can readily ignite
given heat, spark, or flame.
ABleach, when mixed with
phosphoric acid cleaner, produces
noxious gas with a strong odor.

4. Physical Cable Cus
Could affect system
availability.

A physical cable cut could be
an intentional or unintentional
event that af
ability to perform its intended
function. Depending upon thé
power and communications
backups built into the system
the effects could range from
minimal to catastrophic.

AA disgruntled employee could
sabotage transmission media
AAnimals could cause damages to
cables resulting in broken cables.
ALightening strikes could cause a
structural fire, which could, in turn,
burn outcircuits resulting in a powe
failure.

ALightening strikes could cause a
structural fire, which could, in turn,
burn out circuits resulting in a powt
failure.

ALightening strikes could cause
severe damage resulting in broken
cables.
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5. Power Fluctuaion
Could impact system
availability.

Power Fluctuation is a
disruption in the primary
power source (power spike,
surge, brownout, and blackou
that results in either
insufficient or excessive
power.

AA power outage could affect the
timeliness and quiy of the
delivered service.

AMalfunction or failure of Central
Processing Unit (CPU) or hardwary
could impact the timeliness and
quality of the delivered services.

6. Secondary
Disasters

Could affect system
availability.

Secondary disasters are
succesive disasters that are
likely to result from natural
disasters or environmental
conditions. Secondary
disasters could strike
communities at any time, with
or without warning. The
probability of secondary
disasters should be anticipatg

ASpilled chemials could cause a
fire, releasing toxic smoke.
ABroken water pipes could cause
internal flooding.

AAn earthquake could cause a
structural fire, which could, in turn,
burn out circuits resulting in a powt
failure.

7.Other Threats (To
be specified bgystem
owner or developer)
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Natural

Threats

Threats

Descriptions

Examples

1. Natural Disaster
Could impact system
availability.

Natural disasters, such as
hurricanes, wind
damage/tornadoes,
earthquakes, and floods coulq
result in damage or d&uction
of system hardware or
software assets. Any of thesg
potential threats could lead toj
partial or total outage.

AAn internal/external fire could
result in damage to system hardwe
and facility.

Alnternal/external flooding could
result in damag or destruction of
system hardware.

AEarthquakes are among the mosf
deadly and destructive of natural
hazards. They could be the direct
cause of injury or death to a perso
responsible for security. They ofte
destroy power and telephone lines
They muld cause severe damage t
facilities.

2. Secondary Disaster
Primarily affects the
availability of the
system.

Secondary disasters are
successive disasters that are
likely to result from natural
disasters or environmental
conditions. Secondary
disastes could strike
communities at any time, with
or without warning. The
probability of secondary
disasters should be anticipatg

AAn earthquake could cause a
structural fire, which, in turn, could
burn out circuits resulting in a powt
failure.
Alntense ains could cause flooding
ASpilled chemicals could cause a
fire.

ABroken water pipe could result in
internal flooding.

3. Other Threats(To
be specified by system

owner or developer)
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Threat / Category Matrix

Confidentiality

Human

Espionage

Impersonation

Improper Disposal of Sensitive Media

Inadvertent Acts or Carelessness

Omissions

Scavenging

Shoulder Surfing

Theft, Sabotage, Vandalism, or Physical Intrusion

User Abuse or Fraud

Technical

Compromising Emanations

Corrupton by System, System Errors, or Failures

Data/System Contamination

Eavesdropping

Insertion of Malicious Code, Software, or Database
Modification

Installation Errors

Intrusion or Unauthorized Access to System Resources

Misrepresentation of Iddity / Impersonation

Misuse of Known Software Weaknesses

Takeover of Authorized Session

Environmental

None

Natural

None
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Integrity

Human

Data Entry Errors or Omissions

Inadvertent Acts or Carelessness

Omissions

Terrorism

Theft, Sabtage, Vandalism, or Physical Intrusions

User Abuse or Fraud

Technical

Corruption by System, System Errors, or Failures

Data / System Contamination

Insertion of Malicious Code, Software, or Database Modification

Installation Errors

Intrusionor Unauthorized Access to System Resources

Hardware / Equipment Failure

Misuse of Known Software Weaknesses

Misrepresentation of Identity / Impersonation

Saturation of Communications or Resources

System and Application Errors, Failures, and Isitvas not Properly
Audited and Logged

Tampering

Environmental

Electromagnetic Interference

Environmental Conditions

Natural

None
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Availability

Human

Arson

Espionage

Inadvertent Acts or Carelessness

Labor Unrest

Omissions

Proadural Violation

Riot / Civil Disorder

Terrorism

Theft, Sabotage, Vandalism, or Physical Intrusions

User Abuse or Fraud

Technical

Corruption by System, System Errors, or Failures

Data / System Contamination

Hardware / Equipment Failure

Insertion of Malicious Code, Software, or Database Modification

Installation Errors

Intrusion or Unauthorized Access to System Resources

Jamming (telecom)

Misrepresentation of Identity / Impersonation

Misuse of Known Software Weaknesses

Saturatiom of Communications or Resources

System and Application Errors, Failures, and Intrusions not Propel
Audited and Logged

Tampering

Environmental

Electromagnetic Interference

Environmental Conditions

Hazardous Material Accident

Physical Cabl€uts

Power Fluctuation

Natural

Natural Disaster

Secondary Disaster
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Correlation of Threats to Categories

C = confidentiality

| = integrity A = availability

Threat Area

Environmental /

Physical

Human

Natural

Technical

Arson

A

Compromising Emanations

Corruption by System, System
Errors, or Failures

ClIA

Data / System Contamination

ClIA

Data Entry Errors or Omission

Eavesdropping

Electromagnetic Interference

I A

Environmental Conditions

| A

Espionage

CA

Hardware / Equipment Failure

Hazardous Material Accident

Impersonation

Improper Disposal of Sensitive
Media

Inadvertent Acts or
Carelessness

CIlA

Insertion of Malicious Code,
Software, or Database
Modification

ClIA

Installation Errors

ClA

Intrusion or Unauthorized
Access to System Resources

ClIA

Jamming (telecomm)

Labor Unrest

Misrepresentation of Identity

ClA

Misuse of Known Software
Weaknesses

ClIA

Natural Disaster

Omissions

CIlA

Physical Cable Cuts

Power Fluctuation

Procedural Violation

Riot / Civil Disorder

Saturation of Communications
or Resources
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Scavenging C

Secondary Disasters A

Shoulder Surfing C

System and Pplication Errors, A
Failures, and Intrusions not
Properly Audited and Logged

Takeover of Authorized Sessid C
Tampering I A
Terrorism I A

Theft, Sabotage, Vandalism, 0 CIA

Physical Intrusions

User Abuse or Fraud CIA

Threat Analysis and Assessment

It has been identified that analysing and examining vulnerabilities constitutes a challenging
problem facing todayds organizations. However
in, there is an obvious need for @rhal technique to be developed in order to help with the
process of identifying and analysing vulnerabilities in a complex organizational environment.
Todaydés methodol ogies and systems are static
respondtcc ert ain events after those occur. These
rapidly changing environments because they cannot cope with constant transformation, since the
latter is not supported naturally by their models, but is rather beingfittenl into them.
Therefore, in order for these systems to be able to incorporate change a haobnsomaing

process is often required.

Furthermore, the fact that significant effort is required in order to expand those systems, or in
order to reflectand reconsolidate upon previously identified vulnerabilities through the use of
some methodology is in itself significant and stems from the fact that those methodolopes and
systems have been based upon equally inadequate definitions regardingbililiasraAs an
example let us ponder over some of the different definitions of the term vulnerability that have
been developed over time:

The concise oxford dictionafgykes '81)defines the term Vulnerability o me a n : Al s s uUS:s
to damageo. Vulnerability has been defined as

1 A point where a system is susceptible to at{&bay '96)

1 A weakness in the security system that might X@agted to cause harm or loss
(Pfleeger '97)

1 Some weakness of a system that could allow security to be vi¢ited '01).

However, for the purpose of a threat assessment we require a definition that is more general to
information security anc&ncompasses, information technology, communication systems, and
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business processes. Therefore, for theApurpos
measure of the exploitability of a weakness

After applying some kind of threat assessmeethmdology, the user should be able to compile a
list with the vulnerabilities that the system is suffering from. Nevertheless, just creating flat lists
where there is no mentioning as to how the various identified vulnerabilities relate to each other,
is simply not adequate. Usually, there is an identified requirement for the user of the
methodology to be able to answer a series of questions after the assessment such as:

1 How easy or difficult it would be for a vulnerability to be exploited by a threattag
(Stalling '00) (Carroll '96) (Ammann '02)

1 Whether or not a threat agent needs to exploit another vulnerability in order to achieve
his/her goal.

1 What are the possiblétack pathgMoore '01)that the agent might follow? How long
will it take for an agent with a given set of capabiliffgglalis '01) (Blyth '01) (Barber
'01), (Hoath '98) (Rees '96) to exploit a vulnerability, and will he/she &ble to manifest
a threat in that time window?

1 How complex is for the different types of threat agents to exploit system vulnerabilities
and how concerned should the information security officers be?

In this paper we will discuss a methodology that alilbw the user to measure vulnerabilities by
identifying and analysing their relationships using a hierarchical organization and representation
approach To this end, we believe that this approach can provide the answers to the above
guestions by helping ¢husers of a threat assessment methodology to identify key vulnerabilities
that are common to more than one assets of the system and help them to counter them in a cost
effective manne(Summers '77)

State of The Art of Vulnerability Assessment

There are quite a few tools that can be used for analyzing systems and identifying vulnerabilities.
Some of the tools are: COREOPS '02) NESSUS , SystemScannéystemScanner '02)

Reina, NetRecon, Whisker, and CyberCop. It is recognizédnmmann '02)hat just identifying

i ndividual vul nerabilities is not sufcfimeci ent
(Bequai '01)There are quite a few approaches when it comes to modelling vulnerabilities in order

to perform some sort of analysis in a computing system. The safety critical systems field
examines the hazard analysis process. Vulnerabilities can be perceived as being hazards for a
computer system. The different techniques that analyse hazards include: chdekiistsee
analysis, event tree analysis, and carmgsequence analysis.

Checklists are static and cannot demonstrate the relationships between the vulnerabilities.
Furthermore, they do not examine the how and the why two vulnerabilities are relaacht

other. Fault trees are just chronological orderings of events over time and are not adequate to
visualize and model the different types of vulnerability relationships. Each level of the fault tree
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merely shows the same thing in more detail. Eves @nalysis is a Boolean approach to

examine vulnerabilities and failures.

Another commonly employed technique is the use of history attack data for producing patterns

Most of the vulnerability types of a computing system
though cannot be expressed with Boolean values. The technique work very well for hardware
vulnerabilities, but according {®uemann '95)here are six other vulnerability types, thatrain

be addressed effectively. CatSensequence Analysis (CCA) is a 4dpwn or backward
technique that can determine the causes of an event. It can model both time dependencies and
casual relationships among the events. The negative side of CCAs igeh# the diagrams,

their complexity and the fact that they cannot accept data from other diagrams.

and attack trees. This technique is trying to predict thie bt the threat agent will follow by
analyzing the exploits that might be used. Each path through an attack tree represents a unique
attack on the enterprise. The problem with attack trees is that they cannot analyse big systems or

larged size networks(Ammann '02)mainly due to their complexity. A diffent number of

exploits might be used for attacking more than one vulnerabilities, and the same exploits can be

used for attacking different vulnerabilities. Producing attack trees using exploits as nodes is not

efficient for a system that changes constantl

The Mathematical nature of Hierarchy Trees and OO

Classification hierarchies are built in close association to each member making up the structure.
That is, not only do they impose ordering of the member nodes making it up, but they also depict
cleaty the relationships between each member node. Both of these qualities of classification
hierarchies find a natural way of implementation in the theory of directed graphs (also known as

di-graphs). By letting a neampty selV expressed ag={[X] :1 ¢ t ¢ i} represent the vertices of

the graph, consisting of all the equivalence classes defined, and alsB eepetsenting all the
edges of the graph defined to l={([X4], [X2]) | V x V : [Xi] R [X2]}, thenthe resulting di

graph isG= (V, E).

In relaion to the above, an equivalence clpés={k I S: k~X;} can be viewed as a collection of
event s,
perspective. In fact, it would not be wrong to say that equicaletasses are cognitive functions,

el ements (things,

used to organise and cluster together information and knowledge regarding a certain domain,
given a set of criteria. If G has n verticesartin e d g e s

object s,

t hen

t

et c)

can

t hat

be

(i.e. a digraph with out lops) (Merris "01), (Godsil "01), which by definition imposes a
hierarchical arrangement of the data that it represemtstructure that resembles the one shown

in figurel below can be constructed

t11,0)

A 4

t11,0,1)

t11,0,2)

t11,03)

Figure 1: A graphical representation of a Theoretical Tree Structure.
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Due to the mathematical nature of those structures, it is easy to imagine that a number of
mathematical functions, each performing a specific task is easy to define (Morakis "03). So for
example one could define functions thatira the parent of any given node, functions that return
the children of a node and in general any type of function that on would wish to define.

A natural way of implementation of the previously mentioned mathematical semantics of the
proposed method isy applying the features and aspects of the Object Oriented model (OO). By
introducing (00O) concepts in vulnerability a
ability to analyse, and classify vulnerabilities. These concepts, include developing high
cohesive but independent object classes for the various events reported by vulnerability scanners,
or threat assessment methodologies, allowing the analyst to view incoming events not only as
containing static information, but as objects being able dioaad being acted upon, and
exploiting powerful concepts that provide forms of abstraction not found in other models such as
natural language, or process oriented analysis.

Another reason, as to which an OO approach was chosen, stems from the straghtfo
mapping between the mathematical constructs described previously and the Object Oriented
components. In other words, the OO model possesses all the necessary functionality to built and
describe the hierarchical tree structures in question. Theaficsforemost important construct
provided by the model is the object. The latter as it is seen in the OO context is the lowest
construct provided by the model (Bennett "99), (Embley "92). Thus, we can use the notion of an
object to describe the output refeml by various vulnerability scanners, or threat assessment
methodologies, chosen to perform cyber vulnerability assessment in a system.

Additionally, in close relation to the notion of an object is another construct that builds upon it,
that of an Objet class. This type of construct is the direct analogyrofthematical equivalence

class and is used to organise and cluster together all knowledge available about a system object
into a singe logical location. Thus, we can now organise the existingrabitities of a system

into locations that hold similar in some logical perspective items, therefore making easier for the
analyst to locate, examine, and understand system critical vulnerabilities. Object classes, also can
possess attributes that bettirscribe and personalise the events (objects) that are hosting. In
relation to vulnerabilities some proposed (but not exhaustive) attributes could be: Vulnerability
name, Vulnerability type (one of the six basic types present in all type of systembysieap

h/w, s/w, etc.), and especially when it comes to studying cyber vulnerabilities, one could include
source/destination IP, source/destination port, and also CVE number that stands for Common
Vulnerability and Exposures giving the analyst the abilib index and crosgeference
information about publicly known vulnerabilities and exposures with databases and scanners. It is
also possible to include vulnerability attributes that deal and describe other aspects such as
educational complexity, and tinte exploit (Vidalis "03).

Also, another significant benefit of an OO approach is that it offers the concept of relationships.
Although, it is very useful to be able to represent various events as objects and further organise
and abstract themsing object classes, often enough diagrams used to depict objects and classes
are meaningless unless we understand some relationships to hold amongst them. The role of a
relationship is to establish a logical association between objects, or object elagse although

an important aspect, it is often overlooked, especially when it comes to analysis and assessment
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of cyber vulnerabilities where the load of incoming information from vulnerability scanners,
online databases, etc. is very high and complex.

In relation to the relationships possessed by the OO model the following can be mentioned:

1 The generalisation also known ias-asaelationship (Bennett '99),(Embley "92), used to
signify that the set of objects in object class A is really a subs#ijeft class B. That is:
Al B (if "x [ AY x I B), which therefore implies that the superset object class B, is a
generalisation of the subset class A.

1 The aggregation, also knownfas-psirt-o f rélationship (Bennett '99),(Embley "92).

1 Also, the OO mdel possesses a number of special constraints on specialisations such as
the union constraint, the mutual exclusion, and the partition constraint (Embley "92) in an
attempt to be more convenient and more expressive.

As an example of how the constructiof hierarchical classifications could be applied to
vulnerability assessment of a critical system component let us consider the hypothetical scenario
where the main broker server of a migrayment system (MPS)idalis '01) (Manasse '95)

(W3C '99) (O'Mahony '97)is in jeopardy. According tdqPfleeger '97) (A.J.C.Blyth '01)
(Summers '77)Scambray '01)(Smith '93) (Forte '00) there are six types of vulnerabilities that

can exist in any system, and these aRysical, Natural, Hardware/Software, Media,
Communication, and Human and for the purposes of a complete vulnerability assessment all of
them should be cwidered and analysed. However, to keep thatgsghtforward we will only
consider the situation where someone is performing a series of port scans, in an attempt to locate
open ports and identify the surroundings of the system.

Hence, from what we Wa seen up to know, the constructed tree should look like the one
presented in figure 2. The root node of the tree is an abstraction used, to glue together all the
subsequent levels of the tree build around the complementary concept of generalisation
specal i sati on. That i s, t h e Brgker rServertVulnerabilite insa me d
generalisation of the vulnerabilities examined. Conversely, the leaf nodes of the tree are
specialisations of the parent class, offering more specific informatiomdregathe various
vulnerability types with increasing levels of specification as one is traversing the tree, from the
root to the leaf nodes. In addition, the union and plus symbols embedded in the triangle are used
to signify a partitioning constraint wdh implies that the specialisation sets are pairwise disjoint

and at the same time that their union constitutes the partitioned set itself, i.e. the root node.
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Figure 3: Port Scan Hierarchy Tree Example.
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We consider footprints represented this way as being behavioural templates, specifying possible
expected behaviour to be demonstrated by an attacker. Alternatively, footprints can be viewed as
Adirect i oroavoid confesion, the tarm i€ hot employed with the strict mathematical
meaning, but rather as a linguistic concept), pointing to nodes of the previously constructed
classification hierarchies with the purpose of connecting them to each other, in ocdeate

chains of events. As it might have been expected, the attractive force that holds together the
various links of the chain, are logical operators such as the Iggiial(*), and logicalOR (]).

The case of having footprints comprised of a single ¢hain is also possible.

Furthermore, we consider footprints to be classified into groups based on two criteria: 1) whether
they aresimpleor compoundand 2) whether they asbstract or specific Simplefootprints are

those that cannot be decompbsmy further, i.e. they are chains containing a simple link only
and can be formally described &s:= Y where Y is some kind of event existing as a node in a
tree hierarchy. On the other hamdmpoundootprints, are the ones that can be decompoged in
more than onsimplefootprint held together by logical operators. The latter form of footprints,
can be formally expressed &s::= X (*)Y where X and Y are some kind of events as before, and

* signifies any logical operator. Alsapstractfootprints represent chains of events, made up off

the abstract classes, usually located closer to the root of the hierarchy, or the root point of each
new level of the hierarchy. Finallgpecificfootprints are usually formed by those classes of
events closer tthe leaf nodes of a tree, since those are the ones representing more specific types
of events.

To apply these concepts to the previously described scenario of someone trying to identify the
network topology of a critical system such as a mmagmentsystem, an analyst using the trees
depicted in figures-3 could construct a series of footprints resembling the ones shown below:

F1: =Broker Server Vulnerability

F.:= Network Reconnaissance

F3:= Buffer Overflow Vulnerability

F4 := Software Vulnerability

Fs:= Network Reconnaissance| Buffer Overflow Vulnerability
Fe:= Tcp Connect Scan |-Kas tree Scan

= =4 =4 -8 -8 -9

Let us now examine each of them individually and see what their significance is. The foqtprint F
is an example of &imple abstractfootprint. The analst is just expressing his/her concern
regarding any type of vulnerability deployed against the server, without going into any details.
The next three footprints §f-3), represent yet another examplesohple abstractfootprints.

The analyst has started become more explicit regarding his/her concerns. For example, the
analyst has expressed concern regarding network reconnaissance attempts (fodtagainst

the system, has also shown explicit interest on buffer overflow attacks (through foosprartd~

also expressed interest on any type of software vulnerability in general, that could be deployed
against the target system (by specifying footprin). FAlbeit these footprints are more
informative and more specific than footprintig, are stillconsidered to beimple,abstractones
because they are made up of abstract classes.

In addition, ks is an example of aabstract compoundootprint. Specifically, it is comprised of
thesimple abstractfootprints k, and F connected via the logical epator OR. Thus, in this case
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the analyst has specified an interest regarding the occurrence of either a network reconnaissance
attempt, or a buffer overflow attack deployed against the target system. Finally, the last footprint
shown, (k) is an examplefaa specific compoundootprint, made up of two specific classes i.e.

Tcp connect scan and-Xas tree scan and again connected to each other via the logical OR
operator.

Hence, the next thing that should be considered is what the benefitsre$srg footprints and
representing them as petrets are. The answer to this question is that by doing so one is able to
clearly depict and understand the distinct stages/actions that an attacker might engage in. Having
done so, the same person is noledb employ countermeasures effectively and proactively. Up

until now, the usual scenario meant that a system would only respond to events after they
occurred and thus the danger existed that even if some type of countermeasure was deployed it
might havebeen too late. In contrast by employing the aforementioned concepts the analyst, who
now has a more holistic view of the vulnerabilities that the system is suffering from, and most
importantly how these are related to each other, can predict and dekeribetions of a threat

agent building possible scenarios of how a threat might be exploited against the system.

As an example, let us consider the situation of figure 4 shown over the next page, depicting a
petrinet representation of the givest ®f footprints i.e. Fto K defined previously. In specific, if

the system enters the state represented by pla@ieePthe state where a Tcp scan against the
target system has been deployed), then transitioiréE and the system changes to thetnex
logical state B, by moving the token fromiRo Ps. This very distribution of a token from place

P1 to Ps is causing transition slto fire, which in turn moves the distribution of tokens frogrtd®

place B. This new state represents a situation whereetvork reconnaissance has been
attempted against the target system. Following the same way of reasoning, it must be clearer that
the distribution of tokens would continue until the token would reach the bottom part of the petri
net and would repeat insamilar fashion next time that a similar event would occur or appear.

P: P2
X-mas Tree
Tcp Scan Scan
Deployed Deployed
Ty T2

Fe
Completed

et. Recon.
Exploited

Buffer
Overflow P
Deployed
Ta
Ps P
— e~ hm & F2




Figure 4: Petri-net Representation of Footprints F to Fe.

In fact, it is this very chain reaction of tokens that makes it possible to produce acoénari
possible attacks perpetrated against the system. More precisely, the cascade of all the footprints
that the analyst has defined, model out the causality principle where each observed event (for
example a Tcp scan) causes in turn the system to chatlge &ppropriate state and so on and it

is therefore the collection of all footprints that enable the analyst to envision the different avenues
of attack followed by a threat agent based on a representational form of causality. It is also
possible to effetively deploy countermeasures in such a way so as to tunnel an attacker towards
a desired direction.

For example, a simplistic countermeasure that could be deployed in relation to a certain type of
port scan would be to reconfigure on the fly the rdedf a firewall so as to drop incoming
packets that have set the desired attributes/flags. By doing so, the analyst has effectively blocked
this avenue of attack that was concerning him/her (reflected on the footprints expressed) thus
leaving only one otlr avenue exposed to a possible attacker. In the case of figure 4 the only
other way that could result in the exploitation of a software vulnerability (given the specified set

of footprints) would be through a buffer overflow attempt. However, the analykteling
confident that by keeping the system regularly patched and updated this factor does not possess a
major threat. This way, the analyst by carefully deploying countermeasures in strategic locations
has managed to tunnel the threat agent.

Classification hierarchies form the basis of the proposed technique. They deal with the semantics
of the terms they describe. Their main purpose is to provide -alepihn classification of
vulnerabilities, what they really are and how they relate to variobsr otulnerabilities.
Additionally, classification hierarchies provide the main mechanism and the starting point for an
analyst to build footprints, i.e. chains of events of interest that can identify different scenarios
reflecting how a threat agent migiiploit a vulnerability.
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Furthermore, the proposed concept is not considered a -altamel threat assessment
methodology since it does not deal directly with asset identification, stakeholders, or
vulnerability identification, but it rather assumes takthe required information is known from

a previous stage. What the proposed method does is scenario construction. Having defined the
classification trees the analyst can proceed in identifying critical paths and differentiate between
vulnerabilities thaamust be countered immediately and those that could be countered some time
in the future, thus securing the system in a cost effective manner. Finally, the motto of the
proposed methodology is pextion. That is, our main belief is that processes (anth&t matter
vulnerabilities) should be handled at an ear|
means that countermeasures should be employed in strategic locations, and that timing is a
serious issue in cyber vulnerability assessment.

Threat Assessment Using TAME

The wide development of the mobile Internet has destabilized the already fragile balance between

the defenders and the attackers of computing infrastructures. That balance is very sensitive, being
dependent on vulnerableomputers controlling priceless information. The current risk
assessment met hodol ogi es are obsolete weapons
me n . We should not repeat the mistakes of ¢t
t o d a yodmuting environment, organizations have been forced to allocate considerable
resources for protecting their information assets. Unfortunately, worldwide statistics are
indicating that things do go wrong, with catastrophic results most of the times. @osnpte

around for more than three decades. During that time we have learned that most risks cannot be
avoided. What we should do instead is try to control them, to some extent, in a practical and cost
effective manner. We argue that risk is not controbigdhe assessors but by the threat agents.

Having that in mind we developed a methodology called Threat Assessment Methodology for
Electronic Payment Systems (TAME). TAME is a methodology for the assessment and analysis

of threats and vulnerabilities withthe context of security risk management and it consists of

four stages. This methodology actively involves stakeholders and focuses upon a technieal, socio
technical and business aspect of the system, and can form part of the wider risk assessment
process.

TAME was developed during an EU framewdrkresearch project in order to perform the
security assessment of a MidPayment System (MPS). After the application of the methodology

to the prototype of the system, a number of issues came to surfacas ound that the
methodology was too cumbersome, despite the development efforts to maintain a light and
simplistic approach. This was addressed, and the outcome is the version of TAME that is
presented in this paper . méthodolwgysverdlightamtlacaurate,t t h
but once all the activities were executed, the large number of the /O operations was a hindrance
towards the successful completion of the threat assessment. The ultimate goal of the developers
of the methodology was tmake the security auditor obsolete, and the specialized knowledge
about threat assessment a luxury. TAME was developed with one purpose: to become a tool in
the hands of any computer literate employee of any type of company.
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The initial approach of TAMRvas to gather as much information as possible, put it on the table,
and in cooperation with the stakeholders of the enterprise, filter everything and keep only data
that were relevant to the scope of the assessment. The scope though was identifiedrahly aft
cumbersome process of gathering the data. It was found that the above approach was time
consuming and required the constant attention of the members of the enterprise. In other words, it
was bringing the enterprise in a standstill until the endh@fiitst assessment. The new approach

of TAME tackles the above issues. The scope of the assessment is defined first in cooperation
with the stakeholders of the enterprise, the relevant data are gathered from various sources, threat
scenarios are constrect, which are then evaluated and approved by the stakeholders in order to
calculate their impact towards the survivability of the enterprise.

TAME Overview

In agreement with Schnei¢Bchneier '01the existing risk assessment methodologies, cannot
address the needs of a modern computing system. There is still no clear distinction between a
threat and a risk assessment althoughethave been a lot of discussions around the current
methodologies. After the examination of the existing methodologies, a suitable one tailored to
Electronic Payment Systems (EPS) was developed. All the examined methodologies were
following the waterfalldevelopment model, which was not suitable for EPSs. These systems are
generally sensitive and prone to changes. Because of their nature, their life span and their
Ai nternationalityo a waterfal/l assessmednt mod
require a great amount of effort and time for producing results only half of which would be useful
for the business conducting the assessment. Furthermore, most of the examined methodologies
were missing a very important factor, the factor of the busiaeslysis for understanding the
environment into which the business is operating.

Another development option was to follow the spiral development method. Yet again, even that

is limiting the assessor to a specific sequence for conducting the differdat stages. What we
really want is the assessor to be -théslpeottdoo, cbhea
as much flexible as possible, and be able to change the parameters of the experiment on the fly,
from any point of the experiment, withiolaving to restart it. This can be seen in figure 1. The
formal entry point of the methodology is Phase 1: Scope of Assessment. Depending on the
information that is available to the auditor using the methodology, he can perform some system
modelling (Phas 3: Scenario Construction and System Modelling) or he can perform some threat
agent & vulnerability analysis (Phase 2). Of course, Phase 3 cannot really be executed without
some inputs from Phase 2 (see later sections). Should the inputs are availage then the

auditor can move straight to Phase 3. Once information on threat agents and vulnerabilities are
analysed, and relationships between them are identified, then the auditor might want to go back
to Phase 1 and change the scope of the asses$fentually the auditor will run Phase 3, and
construct the threat scenario that will be presented to the Stakeholders in Phase 4, for their
evaluation. Once the stakeholders are consulted then there might be a need to change the scope of
the assessmenta@g or perform corrections to the threat agent and/or vulnerability data. After a
number of cycles, the auditor will eventually execute process 14, which is part of Phase 4:
Evaluation, which is the formal exit point of the methodology.
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Figure 1- TAME Diagram

According to Finne(Finne '98) a method is a set of steps used to perform a task, and a
methodology is a set of tools, or research methods, ttangslananagement theory to
management practice. TAME is a fithird generat
on the organisational anal ysi s-magéllingttdtlmiquesu st 0 me
Internal and external stakeholders artvely involved through out the assessment.

Each phase contains a number of processes. Most processes are happening simultaneously
(depending on the resources of the enterprise) and the output of one can be the input of another,
or the output of one migtchange the input of another and vice versa. The methodology, once
applied to a system should never come to an end, as constant attention is needed to ensure that
countermeasures remain appropriate and effective. The ultimate goal of TAME is to help the
security manager to decide how much security is necessary and where it should be applied.
According to HancockHancock '98the above should be the only goal of a modern and effective
threat assessment methodology.

The methdology examines organisational and technology issues to assemble a comprehensive
picture of the threats facing a company. The four phases of the methodology contain the
following processes and activities:

1 Phase 1:Scope of Assessment

o0 Process 1: Businessalysis,
A Activity 1.1: Business Goals Analysis,
A Activity 1.2: Business Processes Analysis,
A Activity 1.3: Environmental Analysis,
0 Process 2: Stakeholder Identification,
A Activity 2.1: Stakeholder Identification,
A Activity 2.2: Stakeholder Responsibility Idéfitation,
0 Process 3: System Boundaries Identification,
A Activity 3.1: System & Boundary ldentification,
A Activity 3.2: Ascertain Boundary Control,
0 Process 4: Threat Agent Identification & Selection
A Activity 4.1: Threat Agent Identification,
A Activity 4.3: Intention Identification
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A Activity 4.3: Threat Agent Selection
0 Process 5: Asset Identification & Selection
A Activity 5.1: Asset Identification Using Staff Knowledge
A Activity 5.2: Asset Identification Using Other Inputs
A Activity 5.3: Asset Value Calculation
A Activity 5.4: Asset Selection

1 Phase 2: Threat Agent & Vulnerability Analysis

0 Process 6: Threat Agent Preference Structuring,
A Activity 6.1: Likelihood Analysis,
A Activity 6.2: Importance Analysis
0 Process 7: Vulnerability Identification & Selection,
A Activity 7.1: Vulnerability Type Identification,
A Activity 7.2: Vulnerability Type Selection,
A Activity 7.3: Automated Vulnerability Identification,
A Activity 7.4: Manual Vulnerability Identification,
A Activity 7.5: Vulnerability Selection.
o0 Process 8: Threat Agent Attrite Calculation,
A Activity 8.1: Threat Agent Capability Calculation,
A Activity 8.2: Threat Agent Opportunity Calculation,
A Activity 8.3: Threat Agent Motivation Calculation,
o0 Process 9: Vulnerability Complexity Calculation
A Activity 9.1: Preanalysis,
Activity 9.2: Structural Analysis,
Activity 9.3: Node Analysis,
Activity 9.4: Value Analysis,
Activity 9.5: Optimization Analysis,

I > > >

1 Phase 3: Scenario Construction & System Modeling

0 Process 10: Scenario Generation,
A Activity 10.1: Threat Identification,
A Activity 10.2: Scenario Construction,
A Activity 10.3: Scenario Unification,
0 Process 11: System Modeling,
A Activity 11.1: PreAnalysis,
A Activity 11.2: Structural Analysis,

1 Phase 4: Evaluation

0 Process 12: Stakeholder Evaluation,
A Activity 12.1: Output Identification,
A Activity 12.2: Output Allocation,
0 Process 13: Impact Analysis,
A Activity 13.1: Impact Field Identification,
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A Activity 13.2: Tangible Impact Analysis,
A Activity 13.3: Intangible Impact Analysis,
0 Process 14: Threat Statement Generation

A discussion and a higllevel overview of the above phases can be seen in the following pages.
The numbering of the phases and of the processes is only for presentation purposes and for
getting a better understanding of the data flows inside the methodology. The numberingtdoes no
declares some sort of priority in executing the phases or the processes inside those phases.
Depending on the assessor, and the data available to him during the assessment, different paths
might be followed in every cycle of the execution of the methrayiol

In phase 1, the business area of the organization is identified and interrogated. This allow for the
different stakeholders participating in the business to be identified. The information that has been
gathered by this point can be used to identify lboundaries of the system. These boundaries will
have to be protected from the threat agents. This need leads to another process. Threat agents that
are active or inactive are being identified. These threat agents will be targeting assets. From the
otherprocesses of the methodology, the assessor has now the required information to perform the
asset identification. All the information gathered from the above processes can be used as a first
set of security requirements. The high level overview of phasarekenting its inputs and
outputs, can be seen in Figure 2. Phase 1 is using information about the organization under
analysis, staff knowledge and threat agent data for identifying boundaries, threat agents assets
and stakeholders as well as understagpdhe environment that the organization is conducting
business in.

Staff knowledge from
multiple of gard sational le\ils Phase 1 Business gsis Data,
s Boundaries, Threat
Organizational Data " scope of Agents, Assets, and
Internal & external Threat Assessment 3
Agent data
|

Figure 2- Phase 1 Scope of Assessment

In phase 2, the threat agents identified in phase 1 are being examined and their attributes are
analyzed. This will allow for a preference sturohg according to their importance towards the
organization. From all the previous phases, we have acquired enough information to perform a
vulnerability identification, which will lead to the analysis of their exploitation complexity. This

is taking unde consideration the capabilities of the agents. The high level overview of phase 2,
presenting its inputs and outputs, can be seen in figure 3.
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Figure 3- Phase 2 Threat Agent & Vulnerability Analysis

In phase 3, information gathered from phase 1 &phacan be used to create scenarios about
threat agents (identified in phase 1, analyzed in phase 2), attacking individual assets (identified in
phase 1), or processes, by exploiting one or more of their vulnerabilities (identified in phase 1,
analyzed irphase 2). In this phase, for the first time in the methodology, all the three variables of

a threat (threat agent, asset and vulnerability) are combined and examined as a whole. The
outcome of the phase is the system models and the attack scenariai beatised in the fourth

phase. The output of this phase can be considered as a second set of security requirements that
will have to be met. The high level overview of phase 3, presenting its inputs and outputs, can be
seen in figure 4.

Vulherahilities, 1
Vulnerahility & Threat Phase 3
Agent Data from P2 : : .
2 - O P R Attack Scenatios, System
Boundaries, Threat models.
: & Bystem Modeling

Agents, Assets, Business
Analysis Data from P1

Figure 4- Phase 3 Scenario Construction & System Modeling

In phase 4, the stakeholders are evaluating the results of each process, the impact of each threat
identified in phase 3 is being calculated towards all the different levels of the business, and
finally the theat statement is being generated and transferred over to the stakeholders of the
business for their consideration. The high level overview of phase 4, presenting its inputs and
outputs, can be seen in figure 5.
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Figure 5- Phase 4 Evaluation

The uniquenss of TAME lies in the interactions between the different steps and in the data
flows. There is not one unique path to execute the methodology. The auditor can follow whatever
path he chooses so, depending on the restrictions of the security audit aestritbions of his
knowledge. It is not necessary for the auditor to perform all the steps of the methodology for
getting meaningful results. Everything is dependent on the system under analysis. The simpler
the system the fewer steps will have to be atext. The golden rule though is that the more steps
the better the results. A high level overview of the data flows can be seen in figure 6. In the figure
we can see the interactions between the different processes of TAME.

Phase 1

Process1

Phase 3 |

Process2 Process 10

Process3

N— | Processil

Process 5

...............................

' Processé ‘\ Phase 4
Process7 4'— Process12
Process 8 . Process13

A Process 9 : Process 14
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The formal entry point of the model is the Scope stage. As with all the experiments in the applied
sciences field, it is essential to clearly define the scope and the boundaries of the experiment. The
formal exit point of the model is the Evaluation stafyethe exit point, the management will be
provided with the impact of each threat that the enterprise is facing, and with a shortlist of all
those threats. The criteria for the short listing are: the importance of the threat, its impact to the
business a#ir its realization, and its complexity for occurring towards the system. As an
extension to the methodology, a module can be developed to associate each threat with one or
more countermeasures based on two standards: the Common Criteria and the ISO1§799. T
need for been accredited is partially discussed by EEiffff ‘00). The need for having an
assessment standard has been discussed and accepted by the EU and is one of its main goals
under theeEurope 2005 initiative.

A proposed fApatho for Arunningo TAME 1is the
Assessmentvhere the system will be described in detail. The business environment and the
business processes will get analyzed and the stakeholders will get identified. The business
analysis that is conducted in phase 1 will allow the identification of the busisssts.aln
agreement with NosworthyNosworthy '00) and Carroll (Carroll '96) the threat agent
identification should be continuous. Hence, the Threat Agent Identification & Selection step is
introduced in the scoping. The auditors should thenwctrah analysis of the vulnerabilities and

of the threat agents that the system is facing. Phase 2 is the Threat Agent & Vulnerability
Analysis. After that we proceed to Phas&8enario Construction & Modeling. In this phase, all

the variables come todwedr and the threats against the system are identified and evaluated. Here
we construct one or more scenarios (depending on the threats that were identified and filtered)
with the system under discussion, and the auditors model the system componenéeedhat n
further examination, using the information gathered in the Phase 1 Following that, we proceed to
Phase 4. The stakeholders must evaluate the findings of the experiments and select the scenarios
that will be further investigated. These scenarios willbided and fused in one scenario. After

the completion of the above steps, Process 13 will be able to estimate the impact of the identified
threats to the various impact fields, and produce a statement based on the threat preference order.
The methodolog might be executed more than once. As the stakeholders are interacting with the
experiment findings and the auditors, more information will surface and more variables will be
introduced and/or excluded. The number of loops is left to the auditor. Prégusedh loop

will provide the auditor with more detailed findings.

Example Scenario

KOMITIS is a unified Internet/mobile payment solution for contents and services, to be used in
the sacalled "Mobility Portals”. A mobility portal is defined as Web/WAmormation based
system, which provides information or services related to mobility:

1 Information related to a geographical position (which can be the position of the consumer or
the one specified by him) or movement (how to go from a point to anotlgr on

Services like ticketing (entertainment, reservation, parking, etc.)

Emergency services: reception of SMS signaling events (strikes or delays for travels, stock
exchange conditions, etc.)

1 Advertisement and advantages related to position or interedeprbthe eneuser.

43

T
T



A mobility portal has the major characteristics to address multiple terminals: fixed terminals like
PC's or mobile terminals like mobile phones or PDA's. It also addresses multiple payment modes:
aggregated and single payment.

The clent can access the sites oflore sellers to buy coupons, which are stored in the Core
Payment System (CPS). The clients can then buy electronic/mobile contents using these coupons,
which the CPS authenticates with an intermediary bank. Alternativelglignt can prgpay the

bank and create an account with the system. The client can then use the CPS to buy e/m contents
from online sellers, without dealing with the bank at all. The core system architecture combines
an authentication layer at the CPSttbannects to an aggregation engine and a single payment
gateway that interfaces to an external payment system in charge of authorization and money
transfers. Other important functional blocks are:

1 Web backoffices: merchant bae&ffice, consumer frortffice, system/application baek
office, that are all implemented as https portals,

1 The system interconnection block.

The Core Payment System offers both aggregated and single payment mode, the authentication
depending from the terminal capability. The KON® model does not specify how the back
offices and fronbffices work but only state their existence. Each implementation will use its
specific interfaces. There are two specific and innovative solutions filmepayments that will

be used in the KOMIIB prototype. They represent state of the art solutions to the problem of
open access aggregate payments withirancentral wallet and open access single payments. P
Wallet is a payment access solution that interfaces to multiple banking systems anchaoeb
precise, SSL bank intermediaries. It can be used as a unique access point either for direct
connections to central authorization/payment systems or to secondary access system like SSL
intermediaries. RVallet is used for the single payments. Mi€@M is a typical third party
aggregation system built for contents. It uses strong authentication through a security agent that
wraps communication on http. MicOM is used for the aggregated payments.

Process 1: Business Analysis
Business Goal Analysis

Description:Business goals will lead bring to the surface important variables for our
assessment such as key assets and key vulnerabilities. Business goals will also give an
indication about threat agents, as other enterprises with common goals will have be
included in the threat agent list.

Inputs: Current knowledge of senior managers (11.1), Current knowledge of stakeholders (11.2),
Information Security Policy Document (11.3)

Outputs: Business Goal List (O1.1), (Successful deployment of KOMITIS sydte Hellas,
Achieve a threshold of 1000 users during the first six months of operation, Maintain the above
threshold as a minimum number of users during the first year of operation).

Business Process Analysis

44



Description: By identifying critical businss processes we identify more assets, and we bring to
the surface more vulnerabilities.

Inputs: Current knowledge of senior managers (11.1), Current knowledge of stakeholders (11.2),
Information Security Policy Document (11.3), Knowledge of staff (I1@j)ganizational data
(11.5),

Outputs: Business Process List (01.2), (Customer registration, Merchant registration, Contents
management, Plafond authorization, Aggregated payment, Instant payment, Infrastructure,
Human resource management, Money transfer).

Environmental Analysis

Description: Environmental analysis is based on the five forces approach that Porter proposes as
a means of examining the competitive environment at the level of the strategic business unit. The
environmental analysis will bringptsurface more assets and help populating the threat agent
table.

Inputs: Current knowledge of senior managers (11.1), Current knowledge of stakeholders (11.2),
Current knowledge of staff (11.4), Organizational data (11.5)
Outputs: Omitted due to size liitations.

Process 2: Stakeholder Identification
Identify Stakeholders

Description: Each computer system will have a set of stakeholders who can be used to define its
function and form.

Inputs: Information Security Policy Document (11.3), Current knowedof staff (11.4),
Organizational data (I11.5), Service Level Agreements (12.1)

Outputs: Stakeholder List (02.1) ( Bank, University, TelcomA, Saoduse A, TelcomB, Soft
house B)

Identify Stakeholder Responsibilities

Inputs: Business Process List (Ol.2pformation Security Policy Document (11.3), Current
knowledge of staff (11.4), Organizational data (I11.5), Service Level Agreements (12.1),
Stakeholder List (02.1)

Output: Responsibility List(O2.2). The following figure illustrates the roles of theffdrent
stakeholders of the system.
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Figure 7i Stakeholder Roles
Process 3. System Boundaries Identification
System ldentification

Description: In this activity the interfaces of the system under analysis will be identified.
Furthermore the type of t@raction that the system has with its surrounding environment through
the above interfaces is also important. These interactions will help identify more assets and
vulnerabilities.

Inputs: Stakeholder List (02.1), Current knowledge of senior managerd),(ICurrent
knowledge of stakeholders (11.2), Current knowledge of staff (11.4), Service Level Agreements
(12.1)

Outputs: Boundary List (03.1) (Firewall computers of the CPS, The KOMITIS gateway, the
administrators/users of the system, the custometed\tstem).

Ascertain Control

Description: In this activity we ascertain who has control over each boundary, and what type of
control it is.

Inputs: Boundary List (03.1), Responsibility List (02.2), Current knowledge of stakeholders
(11.2), Current knarledge of senior managers (11.1), Current knowledge of staff (11.4), Service
Level Agreements (12.1)
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Outputs: Control List (03.2). For presentation purposes the control list and the responsibility list
have been integrated in Figure 7.

Process 4: ThreatAgent Identification & Selection
Threat Agent Identification

Inputs: Threat agent catalogue (14.1), History threat agent data (14.2), Technical environment
report (01.3), Business environment report (01.4), Physical environment report (O1.5), Current
knowledge of senior managers (11.1), Current knowledge of stakeholders (11.2), Current
knowledge of staff (I11.4), Stakeholder List (02.1).

Outputs: Threat Agent List (O4.1)

Threat Agent Type Threat Agent Description
Industrial Espionage
TA 1
TA 2
TA 3
Organised Crime

Mafia  Internationali Italian and Russian based. Historically dealing with mo
laundering, construction, protection, debt collection, gambl
prostitution, smuggling, and small businesses. This type is not consi
to be of ay consequence for the trial.

Hackers and Crackers Individuals and hacker groups will have to be identified during the life
of the complete system. It is pointless to analyse all the active age
Europe. History data can be gathered from the aig® This type is no
considered to be of any consequence for the trial.

Pressure Groups

Anti-Capitalist Support for action in a large number of countries (Kyoto, Seattle, Ger
Documented violent actions. The level of founding that they hay
unknown. The types of targets they have been after included: city ce
world bank meetings, and the financial sector. All their actions are ce
on a high level of publicity.

Table 1i Threat Agent List

The companies included in the above tabke iavolved with one or more electronic payment
systems, which are competitive to the KOMITIS system. We do not suggest that the companies
will actively get involved in some sort of industrial espionage. The threat is always there though
and it would be caistrophic to exclude them from the table of the possible threat agents. A
complete assessment for the final system would include an in depth analysis of the above
companies, of their capabilities and their actions since they were founded.
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Threat Agent Sekction

Description: This activity gives to the assessor the opportunity to select certain individuals or a
certain threat agent category for further analysis, based on data received from the stakeholders of
the enterprise, and from external threat ageuatces.

Inputs: Threat Agent List (O4.1), Service Level Agreements (12.1), Information Security Policy
Document (11.5), Current knowledge of stakeholders (11.2)

Outputs: Threat Agent Preference List (04.2), [TA 1, TA 2, TA 3]
Process 5: Asset Identifiation
Asset Identification Using Staff Knowledge
Description: This activity uses staff knowledge from all the levels of the enterprise -lestaff
senior management, and stakeholders), to identify assets that are important for the operation of

the sysem.

Inputs: Current knowledge of senior managers (11.1), Current knowledge of stakeholders (11.2),
Current knowledge of staff (11.4), Asset register (15.1)

Output: Asset List (O5.1)

Asset Main Categories ID
Classification Number
Hardware ' 1/0 devices

Smartcard reade 0038

' Central machine
Appli.KOMITIS.net 0012
| Lillo.telcom.it 0013
Fire.telcom.it 0014
| Routers 0045

Software Application

| SNORT 0001
ACID 0002
| RSBAC 0003
PostgreSQL 0004
| Rsync 0005
SSH 0006
| BIND 0007
APACHE 0008

' Operating System
DEBI AN i\ 0009
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| SunOS 5.7 0010
Programs

| Xalan-Java 2 0011
Data Sensitive

| Customer transaction 0039
Customer order: 0040

| www.KOMITIS.net 0046
DNS Data 0047

Software Banner: 0048

Operations
Customer regisation 0015

| Merchant registratior 0016
Contents managemel 0017

| Plafond authorisatior 0018
Aggregated paymer 0019

| Instant paymen 0020
Money transfer 0021

| Key Managemen 0041
Generating Keys 0042

| Transferring Keys 0043
Verifying Keys 0044

' Financial
Customer Details 0022

Personal

| Customer Details 0023
Personnel

User Accounts 0024

Administrative | Documentation
KOMITIS Deliverables 0025

| Security Policy Documen 0026
Operations

' Procedures
Inventory records

' Operational procedures
Communication

| SSL 0049
XML 0050
Human Computer personnel
Resources
House 1 0027

\ System programmer 0027a
Administrators 0027b

' House 2 0028
Web developers 0028a

| Context administrator: 0028b
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telcom A personnel 0020

' telcom B personnel 0030
security analysts 0031
' web developers 0032
bank clerks 0033
Physical ' Environmental Systems

Environmental controls in secure sen 0034
room in NTSys premise

' Building
Software house £/ 0035
| Telcom A 0036
Bank 0037

Table 2i Asset List
Asset Selection

Description: This activity gives to the assessor the opportunity to select certain assets or a
certain asset category for further analysis, based on data received from the stakeholders of the
enterprise, and frortne other activities of phase 1.

Inputs: Asset List (O5.1), Technical environment report (O1.3), Business environment report
(O1.4), Physical environment report (O1.5), Current knowledge of stakeholders (11.2), Boundary
List (O3.1), Business Process i {tl.2), Business Goal List (11.1).

Output: Asset Preference List (05.2), [Data Operations (Customer Registration, Money
Transfer), Hardware (Central Machine (Appli. KOMITIS.net, Lilo.telcom.it, Fire.telcom.it))].

Process 6: Threat Agent Preference Struaring
Likelihood Analysis

Inputs: Threat Agent Preference List (O4.2), History Threat Agent Data (l14.2), Current
knowledge of senior managers (11.1), Current knowledge of stakeholders (11.2), Current
knowledge of staff (11.4).

Output: The activity doesot produce a distinct output, but amends and updates 0O4.2

Threat Agent Likelihoo Importanc
d e
Hackers and Crackers 0.5 3
TA 1l 0 1
TA 2 0 1
TA 3 0 1

Table 3i Threat Agent Preference List
Importance Analysis

Inputs: Threat Agent Preference List (@4, Technical Environment Report (11.3), Business
Environment Report (11.4), Physical Environment Report (11.5).
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Output: Please refer ttable 3 as for presentation purposes the two tables were integrated to one.
Process 7: Vulnerability Identification & Selection

Vulnerability Type Structuring

Description: This activity examines the scope of the assessment, the reports describing the
environment into which the enterprise is functioning, to identify the different types of
vulnerability categories that est in the enterprise. These categories will then be populated by the
other activities of this process.

Inputs: Default Vulnerability Type Catalogues (17.1), Technical Environment Report (11.3),
Business Environment Report (11.4), Physical EnvironmenbR€[1..5).

Output: Vulnerability Type List (O7.1) was omitted due to size limitations.

Vulnerability Type Selection

Description: This activity gives the assessor the opportunity to select certain vulnerability types
and the vulnerabilities included the relevant lists for further analysis, based on data received
from the stakeholders of the enterprise, and from the other activities of phase 1.

Inputs: Vulnerability Type List (O7.1), Current knowledge of stakeholders (11.2), Technical
Environment Reprt (11.3), Business Environment Report (11.4), Physical Environment Report

(11.5)

Output: Vulnerability Type Preference List (O7.2) [Masquerading, Bypasses, Active Misuse,
Pest programs]

Process 8: Threat Agent Attribute Calculation
Threat Agent Capallity Calculation

Description: This activity calculates the capability of each selected threat agent to exploit the
selected vulnerabilities of the assets that were included in the assessment from Phase 1.

Inputs: Threat Agent Metrics (18.1), History that agent data (14.2), Threat Agent
Preference List (04.2), Vulnerability List (O7.3), Vulnerability Preference List
(07.4)

Output: The activity does not produce a distinct output. It processes and amends
the Threat List (010.1).

Threat Agent Opportunity Calculation

Description: This activity calculates the opportunities that are presented to each selected threat
agent for exploiting the selected vulnerabilities of the assets that were included in the assessment.
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Inputs: Threat Agent Preference List (@3, Current knowledge of stakeholders (11.2),
Technical Environment Report (11.3), Business Environment Report (11.4), Physical
Environment Report (11.5), Vulnerability List (O7.3), Vulnerability Preference List (07.4).

Output: The activity does not prade a distinct output; rather it processes and amends the
Threat List (010.1).

Threat Agent Motivation Calculation

Description: This activity calculates the motivation of each selected threat agent for exploiting
the selected vulnerabilities of the assiat were included in the assessment from Phase 1.

Inputs: Current knowledge of senior managers (11.1), Current knowledge of stakeholders (11.2),
Threat Agent Preference List (O4.2), Threat Agent List (O4.1), History threat agent data (14.2),
Threat Agent Metrics (18.1), Vulnerability List (O7.3), Vulnerability Preference List (O07.4)

Output: The activity does not produce a distinct output; rather it processes and amends the
Threat List (010.1).

Process 10: Scenario Generation
Threat Identification

Description: This activity uses the information gathered from most of the processes we have
analyzed up to this point, for producing a list containing all the interactions between the
identified threat agents and the identified vulnerabilities.

Inputs: Threat Agent List (O4.1), Threat Agent Preference list (O4.2), Vulnerability List (O7.3),
Vulnerability Preference List (O7.4), Asset List (05.1), Asset Preference List (05.2)

Output: Threat List (010.1), (Omitted due to presentation and size limitatiossltgecan be
seen in later processes.)

Scenario Construction

Description: In this activity all the threats that were identified in the previous activity are used
by the assessors in order to construct attack scenarios.

Inputs: Threat List (010.1)

Output: Attack Scenarios List (010.2). The attack scenarios are summarized in the following
table.

Scenario Threat Agent Asset
Scenario A: Intelligence | All Disclosed
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Gathering, |

Scenario B: System Hacker, Cracker, Script Kiddies Disclosed
Penetration
Scenario C: Denial of Hacker Disclosed
Service ‘
Scenario D: SSL Attack Cracker Disclosed
Scenario E: XML Attack | Cracker Disclosed
Scenario F: Man in the Middle Hacker, Cracker, Organized Crime Disclosed
Scenario G: Bad Customer | Corporate Agent, Organizedi@e, Industrial  Disclosed
Espionage

Table 51 Summary of Attack Scenarios

The following table summarizes the tools used throughout the execution of the attack scenarios.

Tool Use

Whisker | CGlI vulnerability check

Retina Vulnerability identification

Netrecon | Vulnerability identification

Nmap Port scanning

telnet ' Remote access

ftp Remote access

Traceroute | Network reconnaissance

Dig /  DNS interrogation

nslookup

Whois Network enumeration (registrar query, organizational qu
domain query)

Ping Ping sweeps

(gping)

PacketX | SYN flooding
Friendly Network reconnaissance & enumeration
Pinger
<Insert Table 6 Security Tools used in Scenarios>

All the attack scenarios were conducted using altedtconsisting of the assets that were
involved in the asessment.

Scenario Unification

Description: In this activity the scenarios constructed in the previous activity are being unified in
one report that combines all the different perspectives from each scenario.

Inputs: Attack scenarios List (010.2)

Output: Unified Scenario (010.3)
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Process 13: Impact Analysis

Impact Field Identification

Description: This activity uses the environmental reports from Phase 1 to identify the different
business fields that a threat might affect. Taking under considerdw#o unified scenario, we
now know the business fields that are likely to be affected by the examined threats.

Inputs: Current knowledge of stakeholders (11.2), Technical environment report (O1.3),
Business environment report (O1.4), Physical environmegart (01.5),

Output: Impact Field List (013.1)
Tangible Impact Analysis

Description: This activity uses the threat information gathered in Phase 3, and the asset
information gathered in Phase 2 to calculate the impact of the threat to the enterprise

Inputs: Threat List (010.1), Impact Field List (O13.1), Asset List (O5.1), Threat Agent
Preference List (04.2)

Output: The activity does not produce a distinct output; rather it processes and amends the
Threat List (010.1), by updating the impactibtite of each identified threat.

Intangible Impact Analysis

Description: This activity uses the threat information gathered in Phase 2, and the asset
information gathered in Phase 1, to calculate the impact of the threats that are associated with
intangble assets.

Input: Threat List (010.1), Impact Field List (O13.1)

Output: The activity does not produce a distinct output; rather it processes and amends the
Threat List (010.1), by updating the impact attribute of each identified threat.

Process 14: Treat Statement Generation

Each attack scenario discussed in process 10 represents a threat. Briefly the threats are:
intelligence gathering, system penetration, denial of service, ssl attack, xml attaei-tman

middle (unauthorized transactions), adtomer (sabotage). The same threat can have a variety

of impacts depending on its realization. For example if there is a system penetration followed by

a denial of service during the early hours of a day, but the customers do not realize it, then the
impact will be a lot less severe than what it could have been. As it was discussed is process 13
the severity of the impact can be: minor, moderate, major, catastrophic, and the different fields
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that can be affected are: the human resources, the supply tteaimarket share, the business
capital, and the user trust.

The intelligence gathering is a threat that will be manifesting in a daily basis. Although it cannot
be avoided it will have to be controlled, as it can be the first step towards an active more
catastrophic attack. Should all the proposed countermeasures are in place, and should the details
that are available to the public are not considered to be sensitive or classified, then the threat will
have no impact what so ever. On the other handegiptiblicly available details contain data that

can lead to personnel and to suppliers it might have a minor impact towards the human resources
and towards the supply chain. For example, the information included in the web site of the
system could lead tcnaemployee and identify him as the connection between the system and the
bank. A hacker can use that information to start gathering personal information that will help him
identify usernames and passwords. Even worse, if the threat agent involved, daisthm
organized crime category, he can start harassing the individual to part with sensitive information
about the system. Back to the hacker, the suppliers of the system can also be identified from the
web site. As it was mentioned before, the weakaktdestroys the game. The hacker can now
exploit the systems of the suppliers in order to identify holes that will allow him to attack the
KOMITIS system. Here is where the system boundaries come into play. If in the future, the
enterprise start conducgrbusiness with external suppliers, then the new system boundaries must
be identified and properly fortified.

The threat of the system penetration is a Maitered one, depending on the asset that will be
involved in the manifestation of the threatthe system penetration is against any of the main
hardware components of the system, and the attack is realized from the public, then even if it will
have no other sideffects, the impact against the market share and the business capital will be
major, amnl against the user trust it will be catastrophic. Furthermore if the threat agent penetrate
the CPS, and get access in the financial and personal data of the customers, the impact against the
market share and the user trust will be catastrophic. That ystivehneed for a muHayered

security is important. Just by securing the CPS with a firewall machine does not mean that the
system ipsr ofofaoc keAs it was identified in phase
permissions and in such a wé#yat no one (not even the root) will be able to perform any
modifications without authorization.

The denial of service is a threat that is directly linked with the user trust and the market share of
the system. As it was discovered when analyzing otleetrehic payment systems, the user trust

is the most important aspect of such a system. If the customer does not feel secure and confident
in using the system, then it will definitely not use it. This will affect the market share of the
system and in an &nt the business capital. The realization of a series of manifestation of the
above threat will have a catastrophic impact towards the examined fields. We do not believe that
a single isolated incident will have any effect what so ever as it will beipedcas a glints of

the Internet. Of course the reaction time of the system administrators is of the essence. If the
system is down for anything more than a couple of minutes, that the incident will not be
perceived as a glints but as a serious problemat hwhy the concept of robustness is very
important. If the administrators have backup equipment that they can brilgepthat will

provide the appropriate contingency.
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The administration of the CPS was a real concern. According to the inforngatibared in

phase 1, each server is hosting an SSL secured Web site dedicated to the administrators. To
access these administration sites, the client must provide a valid X509 certificate. In this analysis
we demonstrated how the SSL protocol can be brakenhow the X509 certificates be acquired

from the servers. It is essential that administrative connections are not accepted from the outside
world. The only machines that should be able to remotely administer the CPS should be
dedicated machines, not cwmtted to the Internet, based on the premises of the stakeholder
hosting the CPS. The discussion on the administration of the CPS and the vulnerabilities that it
introduces can be seen in process 7 and 10.

As we are dealing with an dme payment systentjost integrity is the only issue between
success and failure. If there is a breach in the integrity of one of the servers, and that breach is
realized by the public, then we have demonstrated how catastrophic the impact will be. It is
essential that celitacountermeasures be deployed, no matter the costs, for ensuring that the data
stored in the CPS and in the MGW are only accessible by authorized parties and in authorized
ways.

It is well accepted that a system is never 100% secure. A threat agettieyittoper motivation
and the technical and financial capabilities can bring the KOMITIS system to a standstill. As it

was proven, for causing a catastrophic i mpact

keys that the system is using, nor to akxan XML pipe and start performing mamthe-middle

attacks. These are attacks that require a very good technical understanding of the involved
principles, as well as the way in which the system is behaving and functioning. It is very unlikely
that an imdlividual will be ever able to deploy such an attack. The problem though is that the
system can be brought to its knees simply by causing a DoS, which will dissatisfy the customers
and make them loose their trust towards the nedinefinancial system.

Sun Tsu (Tsu '81)would be considered an IW expert should he was alive today. He had
effectively described the principles of the science before even humans created thellterm. A
modern nations have the capabilities and the motivation to proceed in such tactics, but do they
have the opportunity? All companies involved in at least one level@bEmerce must ensure

that their systems are secure and do not provide threat agdneny kind of opportunities. It is

the duty of every single organisation to ensure the security of the country in which it is
established, in the same way as it is the duty of every soldier to ensure the security of his platoon.
In IW the weakest link imot thrown out of the game, it destroys the game altogether. By using a
third generation methodology such as TAME we bring all the sciences needed for a complete and
meaningful threat assessment together.

TAME uses the assessor as an asset for bettierstanding the system that he/she is analyzing.
One could say that it is a chaotic theory, which is trying to model the chaotic nature of the threat.
Furthermore, because time is considered to be a constraint, most of the steps hawe no pre
requisites. Alhough it is not easy to use a UML activity diagram to model TAME, this is not a
drawback. Traditional techniques cannot be used for modeling threats. People and professionals,
who insist in doing that, should reconsider unless they want more catastnogtents with

world wide impact to take place.
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Threat Mitigation:

In the digital age, intellectual property, personal and financial information, and sethsitive
data types are at an increasing risk. Targeted attacks by Advanced Persistats (AP are
becoming more and more widespread. APTs are the maglentronic versions of covert
intelligence operationsAdvancedhere is defined aSsophisticated combination of multiple
targeting methods, tools and techniques in otdaeach and compromigarget and maintain
access to it." On the other hangersistent is defined as "conducted through continuous
monitoring and interaction iorder to achieve the defined objectives”. Threats comprise of both
capability, intent ana level of coordinated humanvolvement.

A good case study for APT is the Stuxnet attack which occurred in 2010. Stuxnet is a
sophisticated computer worm that infected Siemens' SCADA systems. This is aedlasgite of

cyber attack targeting critical sectors. The attacks wermaply directedtowards Iranian
nuclear facilities, but there were also reports claiming that otbentries such as India,
Indonesia and Russia were also affected. Stuxnet is saidtie hiest known worm designed to
target realworld critical sectas such as nuclear plamower station and industrial unit. Some
experts even believe that that Stuxnet go@ernment produced worm.

APT EXPLOITATION LIFE CYCLE

The APT exploitation life cycle involves reconnaissance, initial intrusion intongteork,
establishing a backdoor into the network, obtaining user credentials, installing various utilities,
privilege escalation/lateral movement/data exfiltration and maintairpegsistence. The
explanation of each life cycle is explained below:
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Reconnasance Identify individuals of interest and develop methods of access.
The targets range from executives to researchers to assistants.

Initial intrusion into the network Utilize several techniques to gain initial access.
The most common form is satiengineering combined withraail; e.g. spegphishing.
Establishing backdoor into the networEstablish footing in the system using
malware and move laterally to install multiple backdoors.

Obtaining user credentialObtain domain controller credtials to allow

operation within the network.

Installing various utilities Utility programs install backdoors, dump passwords,
obtain email from servers and list running processes to steal targggechation.
Privilege escalation/Lateral movem#&data exfiltration- Exfiltrate data by
compressing into smaller files and moving to a server in the APT's command and control
infrastructure.

Maintaining persistenceWhen backdoors are discovered, it will continuously
evolve to gain additional footinand maintain position.

CHALLENGES

There are numerous challenges in achieving the high level of vision and knowledge
required in order to address the threat of a targeted attack. Some of these challenges
include:

l
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Organization usually has an extrely large database and information
management environment. Trying to find certain information isloké&ing for aneedle
in a haystacklt is very difficult, if not impossible to find among everything

else around it.

Attackers are skilled at hiding plain sight

Anti-forensic techniques are being used more frequently

Complexity, diversity, and lack of standardization are often a factor



Possible questions that should be thought about regarding specific information security
practices are as folles:

1 How do we track what digital information is leaving our organisation and where
that information is going?

1 How do we know who's really logging into our network, and from where?

1 How do we control what software is running on our devices?

1 How do we imit the information we voluntarily make available to a cyber
adversary?

INCIDENT RESPONSE AND HANDLING

As attacks on information systems become more sophisticated and severe, it is
important to develop a wetlefined incident response capabilitydépendable incidemesponse
program helps to quickly detect security incidents, minimize lossesdestduction, identify
weaknesses, and restore information technology operations rapidly.

There are four possible stages in incident response and lggasliiiallows:

1 Preparation Ready to respond before an incident actually occurs. This stagaemely
important because many of today's incidents are so complex anddmsaming that
preparation is a necessity, not a luxury. Some basic ndiemsd preparation are setting
up a reasonable set of defences/controls basd#deadthreat that presents itself, creating a
set of procedures to deal with incidents as efficiently as possible, obtaining the resources
and personnel necessarydeal with the poblem and establishing an infrastructure to
support incidentesponse activities.

1 Detection and Analysis Detection determines whether malicious coderessent, files
or directories have been altered, or other symptoms of an ineideptesent andf, they
are, what the problem as well as its magnitud®etection is very important. Without
detection, there is no meaningful incidemsponse and detection triggers incident
response. Sometimes, very smgtmptoms may indicate that an incidentrisprogress
and therefore, analysingvery anomaly that can be found is a very good measure.



1 Containment, Eradication and RecovergZontainment is to limit the extent of an
attack and thus the potential damage or loss. Contaimelated activity shouldccur
only if the indications observed during the second stage conclusively show that an
incident is occurring. Eradication is to eliminate the cause of the incideig
recovery involves system and data recovery as well as providineuipdits.

1 Postincident Activity- To review and integrate information related to an incidesi
has occurred. This stage is extremely critical, in that it is hard to envisiactassful
incident response effort if it is omitted.

Cyber space is borderless attifficult to control, and it is seemingly vulnerabledominal

and terrorist attacks. It provides the room for individuals with the necessagrgkiiapability

to cause damage; even to a nation. Cyber attacks are relatively soeasiehto launch
compared to conventional military attacks. The constantly increasing number of security
incidents in Malaysia is indeed worrying, given the high and ragdiwing rate of Internet
usage in the country. Technological threats such as cyber aricheyber érrorism require
immediate attention and critical analysis by nations worldwide. For example, there is still a
need for improvement of cyber laws arefulations in the country. At the same time, the
competency level of the enforcemegfencies must alselurther improved to deal with the
growing sophistication involveth cyber threats. Malaysia is committed in countering cyber
crime and cyber terrorism bgnplementing and enhancing critical information infrastructure
protection to ensure tusted, seae and sustainable online environment. Cyber security
requires botational and transnational mechanism to deal with threats.
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Cyber Storm-Case Study

Recognising the increasing reliance of government, business and home users oniamformat

and communication technologies, the Australian Government establishedtwi iy

National Agenda (ESNA) in 2001 to create a secure and trusted electronic operating
environment for both the public and private sectors. As an outcome of a 2006 theiew,
Attorney-General's Department was tasked to develop a cyber exercise program to improve

the ability of governments and critical infrastructure owners and operators to manage

incidents affecting the National Information Infrastructure. As part ofrthesthe Attorney
General 6s Department coordinated a national
part of a larger international exercise and was designed to align with natss@lrgy

objectives.

In February 2006 the US Department of HomdI&ecurity (DHS) National Cyber Security
Division conducted the first US National Cyber Exercise, Cyber Storm, as part of its own
national cyber exercise program. The Australian Government participated in Cyber Storm,
conducting a discussion exercise. Beeond US national exercise was scheduled for March
2008, and the US invited Australia, Canada, New Zealand and the United Kingdom to
participate.

Cyber Storm Il was structured and executed as a-krgle national exercise within an
international frameork. This structure allowed participants to exercise their internal incident
response and communications in a national framework that allowed external communications
to be more than notional and which encouraged a collaborative response. It providgdea uni
opportunity for stakeholders across the spectrumsafoairity and critical infrastructure
protection in Australia to participate in a global cyber exercise aimed at testing the decision
making which underpins any technical resporSgber Storm Il peticipants included

Australian Government agencies, State and Territory governments, industry groups and
private companies drawn from the IT industry and four critical infrastructure setater,
Banking and Finance, Energy and Communications. Eaticipating organisation designed
their exercise play to meet internal objectives while utilising the international framework and
the extensive player set tealistically test their response and recovery to a {acgée cyber
attack.

The exercise was cdocted from 1014 March 2008.The Australian component of Cyber
Storm Il was coordinated by an Australian Exercise Control Centre (AuExCon) established
near Melbourne. Participants played the exercise from their usual work places using, where
possible, nomal communications channels.

This report is a consolidation of findings, observations, and lessons learned throughout the
planning and execution of Cyber Storm Il. It is a compilation of observations provided by
participants i n médiately aftex thehekercdes dnd in radre famneal d
oneonone debriefings conducted in the weeks following the exercise.

There are three points to bear in mind while readingctise study
i. Cyber Storm |1 w&asaut b deegpipese ofylser Stornii n o

Il was notto obtainastoa&ka ke of participantdés internal
arrangements;



Cyber Storm Il was not a test of the
attack. The starting point for the exercise was that thersaiwehad sufficient time,
money and motivation to penetrate any network; and

the findings and supporting comments in ttase studyepresent a wide range of
opinions from a diverse player set. All are generalised to some &xente are
common obsentens, others the views of one or two players. Taise studghould
be read from the perspective of dcoul
Awho said thato.
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Background

Purpose
Austral i aod sseduiityegercisemas designed toEup the goals of the
Austral i an &ecurigyNationalgedds, eriEourage information sharing across

various boundaries, and importantly, to facilitate participating organisations to meet their
own internal objectives.

The exercise enabled parpants to test their response and recovery capabilities, test their
information sharing arrangements and to promote awarenesseotigty within their own
organisatonThe exerci se scenarios were based on p:
stimulate technical, operational, communication and/or strategic responses to cyber incidents

with a view to reviewing and refining current arrangements.

Concept

Planned in close coordination with, and driven by, its stakeholders and participants, the
exerci® focused on a series of cylmrecific events which were intended to escalate to a
level requiring a coordinated national response. The adversary in Cyber Storm Il utilised
coordinated cyber attacks on the selected sectors to meet a specific politieabamchic
agenda. A basic assumption within the exercise was that the adversary had sufficient
resources and motivation to mount and successfully execute these attacks. The resulting
impact on global cyber infrastructure, and associated physical infras&auwas designed to
prompt coordinated responses from the Australian Government and from within relevant
industries, and to emphasise the interdependencies that exist in critical infrastructure and the
national information infrastructure.

Scope

Thescop of the exercise was defined to maxi miz
validate:

1 the full range of incident response and recovery mechanisms (technical, operation and
strategic),

1 the spectrum of players involved from multiple sectors, aocgosernment and the
private sector,

1 internal and external communications of organisations and sectors and with
government, and

1 the need for continuing improvement to cyber security procedures and processes.



Objectives

As a stakeholdedriven exercise he objectives of participating organisations are broadly
summarised to include the following objectives:

1 to examine internal capabilities to respond to, and recover from, a cyber attack,

1 to validate, examine and exercise information sharing relationships a
communications paths for the collection and dissemination of cyber incident
situational awareness, response, and recovery information,

1 to promote awareness and education of appropriate points of contact and correct
procedures to use when responding tylzer incident, and

i to exercise, examine and validate international communication, cooperation and
collaboration between participating governments.

Scenarios

Australian participants played varying combinations of 12 scenarios, some of which were
intendel to provoke international play. Scenarios were designed largely by the participants to
meet their internal exercise objectives. All elements of these activities were simulated and did
not impact any live networksthere were no physical consequencesrasalt of any of the
scenarios. Scenarios ranged from widespread internet degradation, to attacks on Supervisory
Control and Data Acquisition (SCADA) systems, through to the compromise of a Certificate
Authority.

Media Outreach

The communiwoatlidddn merddaal strategy to promot e
Storm |1l was prepared by the Public Affairs Branch of the Attoi@eyperal's Department.
The communication strategy was developed to:

1 increase awareness ebecurity issues;
i promote Awtralian involvement in Cyber Storm |;
T publicise the event; and
1 manage media issues as they arose.
Australiabés participation in Cyber Storm I

national security arrangements with the aim to build on the o@saithe first Cyber Storm
exercise. The Australian Government has a close working relationship with the business
community and Cyber Storm Il aimed to further develop that relationship

Planning and Execution

Cyber Storm Il planning took 18 months. TAgorneyGe ner al 6 s Depart ment
framework in which participants could run an interngkeurity exercise in conjunction with

many of their suppliers and/or customers. The main benefit was that external relationships, so
often notional in a purglinternal exercise, could be tested.

/



This planning period was valuable not only to facilitate a world class exercise, but also as it
enabled robust information sharing, and encouraged pipudiic sector relationships and
coordination across industriaad between competitors. Many participants also noted that the
design process assisted them to engage various disparate sections of their organisation,
creating convergence between business interests and technical expertise in crisis management
communicabon.

Others noted that the mere fact of participating in the planning process caused them to review
(and in many cases repair) existing plans and processes.

The Master Scenario Event List (MSEL)

The MSEL provided the unfolding exercise scenario inputsmanageable and observable

format. This list was comprised of individual events, referred to as MSEL injects, that were
Ainjectedo into play throughout the exercise
faxes and news media articles wergaleped. The MSEL injects also contained the expected

player actions to assist the planners and observer/controllers in measuring player response.

While much of the information in the database was scripted, the members of exercise control
sometimes had texecute dynamic play in direct response to actual player actions. Key

exercise control planners from participating organisations were intimately familiar with their
respective organisationds business, making t
similar to the role of a Ared team. o0 Assumin
increase or decrease the intensity of attacks or alter attack vectors.

The MSEL management process utilised a software tool provided by the US Department of
Homeland Security.

Milestones in the planning process were marked by planning conferences. The following is a
breakdown of the E&onth planning and design period.

Concept Development Conference (CDC) to Initial Planning Conference (IPC)

In December 20®the US held a concept development conference that gathered stakeholders,
including Australia, to set out the exercise scope, goals, and objectives. The US exercise was
pl anned using t he c eworkirggroupsotHat cengolidatedipigmg Ot hr e a
for each critical infrastructure sector involved in the exercise. Planners in the US worked in
eight threads representing the chemical sector, the transportation sector (specifically rail and
pipelines), Federal, States, international, informatiohrtelogy/communications

(IT/Comms), law enforcement/intelligence (LE/l), and public affairs. The dedicated
participation of the Federal and public affairs threads were a result of needs identified in
Cyber Storm I. Australia followed this model, creatitgnming threads for banking and

finance, water, electricity, communications, information technology, government and public
affairs.

In March 2007, the growing Cyber Storm Il community met in Washington at an IPC to
finalise objectives and develop primagenario paths. The IT/Communications thread
produced a scenario menu which catalogued potential scenarios, and the Law
Enforcement/Intelligence (LE/I) thread began crafting the adversary for the exercise.
Australia was represented at this meeting intBe T/Communications, LE/I and
international threads.



In May an Australian IPC was held in Sydney. The point of the conference was to introduce
the planners from the various participating organisations and to finalise exercise objectives
foreachofthepr t i ci pant 6s i nternal exercises.

IPC to Midterm Planning Conference (MPC)

Planners focused on scenario concept design and development during this period, with

threads beginning to craft scenarios that met their objectives and examined perceived

vulnerabi i ti es. A O6trusted agentdé community, bou
sharing of sensitive information across industry and government via the US Computer

Emergency Readiness Team (G&RT) portal. By the MPC, scenario concepts were formed

and in theUS the adversary framework was established.

MPC to Final Planning Conference (FPC)

Planners continued to develop depth in scenarios by confirming attack vectors, adversary
requirements, business impacts and expected player actions. In the US, Li€tplaorked

with other threads to assist shape malicious activity and coordinate adversary relationships.
At the FPC, planners were required to report their progress on scenario injects to reconcile
timing and other conflicts. In most cases, this was aiadly achieved until the Final MSEL
Conference (FMC). At the FPC, exercise planners were also familiarised with exercise
mechanics issues such as establishing player sets and exercise contact lists, and the role of
Observer/Controllers. Planners at the®were also trained in the use of the MSEL
management tool.

FPC to Final MSEL Conference (FMC)

Following the FPC, planners began inputting scenario content into the MSEL tool. Thread
meetings were held for various sectors in order to foster coordiaatedoherent scenario
development. In February 2008 planners met at the FMC to complete arbyrjajct

review of the exercise scenarios. Planners also learned about exercise control mechanics and
protocols and Observer/Controller training requirements

Pre-Exercise buildup (PreEx) and Execution

The preex period, which began in February 2008, was designed to prompt the identification
and discussion of information sharing requirements between participating law enforcement,
intelligence and privi@ sector communities in preparation for the exercise.

The exercise was conducted in March 2008. AUExCon, located in the Yarra Valley, served as
the national coordinating body for the Australian exercise. USExCon was located in
Washington DC. AuExCon wgan frequent contact with the US ExCon regarding the

exercise mechanics and in order to facilitate international exercise play. The concept of a
centralised coordinated exercise with decentralised execution was designed to be both
practical and realistifor the players involved in the exercise across Australia and
internationally.



At AuExCon, 45 individuals representing public and private sector organisations, sectors and
industry groups monitored exercise play at the external locations through i@mukeet with
observer/controllers via phone and email. Exercise control staff also responded to requests for
information from players, coordinated reahe injects to facilitate play and supported all
stakeholders to ensure objectives were met. Some iEg@antrol staff also simulated those
entities not represented in the player set and notional companies.

The Cyber Storm Il MSEL was the driver for the entire exercise. It was the MSEL injects that
set the pace of the exercise and elicited player reggon

Each thread leader was responsible for making coordinated and informed thread decisions.
Thread leaders monitored MSEL injects and overall thread play. They also worked closely
with the Exercise Managers, who also monitored upcoming injects, coadlingcts with

each thread, verified the timing and validity of injects, and ultimately sent injects to players.
As Cyber Storm Il unfolded, the exercise design provided thread leaders and planners the
flexibility to create new MSEL injects or alter exigj injects to facilitate a logical game

flow. These new or altered injects went through the same coordination process with subject
matter experts in the relevant threads prior to dissemination, albeit on an expedited timeline.
Planners and observer/conleos tracked inject edits and status changes throughout the
exercise through the MSEL management tool and discussions with exercise control
personnel.

Given the time zone differences, play ranged from 0700hrs to 2300hrs during the course of
the 3day execise, though the majority of play occurred between 0800 hrs and 1800hrs,

Australian Eastern Summer time. At the concl
exercise management team met to assess key issues, exercise conditions and to provide a
summary of the dayés play in preparation for

control staff, the exercise management team and most observer/controllers attended a
Ohot washo6é debrief session at AuExd&papand o gat h
key lessons learned.

Security Policy

The goal of Cyber Storm |l information security policy was to ensure that any sensitive
information shared during the exercise was only used for the stated objectives. The
willingness of participants to sitlose potentially sensitive information was one of the key
factors in the success of the exercise, since it allowed:

1 the development of plausible, realistic and meaningful scenarios to maximise the
value of the exercise,

planners to understand the imglilons of specific attacks on their infrastructure, and
planners to understand the responses expected from other planners and players from
an organisational perspective.

1
1

The Cyber Storm Il information security policy involved a midiiered approach that
included creating a trusted community and a secure network environment for exercise
planning and execution.



A Trusted Agent Agreement (TAA) was signed by all planners in Australia and essentially

required individuals to comply with the US Departmeniiomeland Security Management
Directive 11042.1: nSafeguarding Sensitive b
|l nformation. 0 Australian planners signed a v
applicable Australian law and all planners world wide siga&ersion of a similar

agreement. Australian Government employees signed an acknowledgement of their
responsibilities under both tiRublic Service Act 199@&th) and theCrimes Act 1914Cth).

The obligations imposed upon exercise planners includetyandt to disclose any content
containing any patent, trademark, trade secret or any other proprietary rights of any party.
These obligations did not alter the obligations or release signatories from their responsibility
to comply with contractual or fiduary arrangements, obligations, or applicable international
or Australian laws relating to the disclosure of sensitive information.

Participants also agreed to adopt practices designed to reduce the possibility of security

breaches and the introductiohmalware into exercise systems and databases. All

participants in the Australian national exercise have complied with these agreements for the
duration of the planning, execution and Aaft



Significant Findings

Observations recordeduring the exercise and in the pesercise debriefs revealed several
significant findings. Comment on these arrangements focused on communication and
escalation paths, organisational roles and responsibilities, and information sharing and
coordinatioramong organisations. The findings were determined with reference to the
overarching objectives of the exercise and the findings included ioabesstudyeflect

those that are applicable to both the private and public sector. Observations by individual
organisations or sectors are grouped below to support these significant findings.

Many participants noted that merely planning the exercise prompted internal reviews and
modifications to their existing crisis arrangements.

Finding 1: Effective resporse is enhanced by routinely reviewing and testing Standard
Operating Procedures (SOPs), Incident Response Plans and /or crisis management
arrangements.

Effective response to a cyber crisis is significantly enhanced by having tested procedures or
arrangenents, in which crisisnanagement relationships in the cyber response community
are regularly reviewed to solidify communications paths and clarify organisational roles.

Observations:

a. Coordinated responses to asexurity crisis are required across théaal
infrastructure protection communitiyrocesses were often found to be oriented
toward the mitigation of, and response to, physical thrédtse tailored and
coordinated security response measures are needed to address cyber incidents,
particularly when cyber threats have impacts across sectors.

b. Participants noted that their own internal response mechanisms could be improved.
Clarification of escalation procedures internally and externally, in addition to the
identification of a communication plda facilitate closer working relationships
between business areas within organisations, were two common themes.

c. Participants noted that in some circumstances formal processes tended to be
circumvented under pressure or were not activated in a timely manne

d. Organisations that acted as information clearing houses or coordination bodies were
under intense pressure during the exercise due to the number of scenarios. Where
formal protocols existed, under stress these tended to give way to informal processes.
During a crisis the balance between formal and informal information sharing is likely
to favour informal communication in order to facilitate rapid responses. It was also
noted that informal processes outside of standard procedures could allow information
to be lost.

e. Many participants stated that a key value of Cyber Storm Il was the opportunity it
provided to test their internal procedures in a realistic scenario that included external
stakeholders. This external element enabled organisations to asgga®deelures
more accurately and many participants cited this as a major benefit of Cyber Storm
that cannot be replicated by exercising internally.



Finding 2: Non-crisis interaction among key stakeholders enhances effective crisis
response during an inailent.

More frequent, noftrisis interaction between various stakeholders involved in protecting the
national information infrastructure will enhance real world response capabilities.

Established relationships facilitate rapid information sharing among caniisnmembers

and must include relationships across sectors, with suppliers, with vendors and with incident
response organisations.

Observations:

a. The coordinated attacks simulated during Cyber Storm Il highlighted the importance
of pre-existing relationBips between organisations prior to a crisis. This was
particularly important in developing accurate situational awareness. Participating
organisations commented that maintaining situational awareness across related critical
infrastructure sectors durirggcyber attack was critical to ensuring effective response
and recovery.

b. Many participants reported that the exercise assisted in developing stronger
relationships across and within sectors. A common theme was that the 18 month
planning process allowedlagionships to be built up that would help in a genuine
crisis. Most participants found Cyber Storm 1l to be a thuskding exercise which
will lead to greater information sharing and closer cooperation between participants in
the real world.

c. Participants noted that the internal communication between business areas in their
organisation improved during Cyber Storm Il. Participants also commented that the
exercise, both in the planning and the execution, forced the organisation to engage
across the wholbusiness to address issues. This drove home the need to routinely
engage with different business groups on cyber issues and as a result some
organisations have already begun to identify an internal communication plan to
facilitate closer working operatisrbetween different business areas. One participant
found that the exercise identified many working groups that are dealing with
substantially the same issues but were not aware of the commonality (due to the scale
of the business).

d. Many participants rel@ on sectospecific relationships (developed through
Infrastructure Assurance Advisory Groups, for example) as focal points for sharing
information during the exercise. In a coordinated attack, the underlying questions are
how to contact another organiset similarly affected and who to contact within that
organisation. This is especially true where there is n@pisting relationship.

Existing relationships are crucial as organisations are not able to create trusted
relationships in the centre of agis.

e. Interaction between participating private organisations and Australian Government
agencies differed greatly between sectors. Some players noted that internal education
on engagement with Government and law enforcement agencies would be undertaken
following the exercise. Interaction outside established lines of communication
between industry and law enforcement was a beneficial outcome of the exercise.



Finding 3: Crisis communication procedures, predicated on accurate and appropriate
points of contact must be formalised within contingency planning.

Communication during a crisis significantly impacts the timeliness and effectiveness of
responses. A unity of effort can be more effectively maintained when there is a clear
understanding of roles and respsibilities and the interfaces between them.

Observations:

a. Greater clarity of roles and responsibilities at every level of response will greatly
increase the ability of organisations to harness their own resources to address
incidents. Coordination aneaperation internally within organisations was most
efficient when roles and responsibilities were clearly defihéawise,
communication between organisations was most effective when organisations had
already identified who was responsible for what singthin external organisations.

b. The exercise enabled players across sectors and government bodies to test and, in
some cases, develop crisis communication procedures to respond to a cyber security
incident It was a common finding that crisis managemeotedures were oriented
towards mitigating physical threats and that cyber incidents will require additional
contacts within an organisation. Raising awareness around cyber incident response
and how it differs from other emergency management responseswaasble
exercise outcome for many players and participants have indicated that they will
further promote &ecurity education internally.

c. Atangible result from the exercise for one participant was identification of the
appropriate person to attend @immanagement meetings during aseeurity
incident. This organisation found that during the exercise those attending the crisis
meeting did not have the appropriate expertise. They identified a need forlaudgh
decision maker supported by a teclahiexpert. This person has since been appointed

d. Another participant discovered that theimtractual arrangements outlining crisis
communications did not reflect reality. The organisation has already reviewed these
disparate arrangements and refined tfeeqeols (including updating contact lists), to
ensure consistency of real practice with SOPs.



Finding 4: Cyber crises require a tailored response that takes into account multiple
interdependencies.

The borderless nature of cyber attacks, and the sp#dvhich they can escalate across
infrastructure sectors, was demonstrated in Cyber Storm II. Contingency planning must
include potential flowon effects.

Observations:

a. Organisations noted that participation in the exercise was critical in exploring
unforeseen interdependencies and escalation paths within and across sectors. An
important learning was the need to formalise lines of communication between
Government and industry to ensure that the scope of any problem is properly
understood to enable a edmated and effective response.

b. Interdependencies within organisations were also explored during the exercise. Some
industry players noted that a key value of the exercise was the opportunity it provided
to stimulate the convergence of business and teahexpertise in responding to
incidents. Cyber Storm Il was the impetus for ensuring more effective communication
within separate functional areas for many organisations. A major benefit for one
player was demonstrating the need to routinely engagedifiéinent functional areas
on cyber issues.

c. Several participants observed that more interaction across borders and sectors will
improve the response capabilities of all concerned. One participant commented that
Cyber Storm Il amply demonstrated the benefii n fimor e people from
talking more oftend about cyber security.

d. One participant found that interdependencies existed within their own disparate
functional business units, in addition to those discovered across sectors. For example,
communicatio interdependencies were illustrated in relation to SCADA systems
where visibility and ability to manage SCADA systems are compromised once
communications are affected. When power supplies are affected by SCADA
problems, the communications systems fafutaction. One organisation has
identified the need to test interdependencies in internal systems and between sectors
in more depth in future exercises as a priority.

e. Another participant noted that a unique benefit of the exercise was the opportunity to
detect new areas of possible risk by observing the play of others. They gathered
invaluable information from watching the finance sector exercise.



Finding 5: Developing internal reporting and external notification thresholds assists in
effective incidentresponse by creating better situational awareness.

Identifying the problem, rather than simply addressing the symptoms, is critical to effective
cyber incident response. In order to ensure situational awareness within and between
organisations, clear ndication thresholds should be developed and promulgated so that
technical incident responders know when escalation internally or externally is necessary.

Observations:

a.

C.

It was a common finding amongst participants that IT incident responders tend to
focus on managing incidents rather than addressing the wider problem and its
ramifications. A common observation was the tendency among IT incident responders
to instinctively minimise the scale of the problem and to focus on what they knew or
could manage whrereporting to management. Many participants noted a need to
educate incident responders to brief management on the limits of their understanding
of problems, and the possible broader exposure faced by the organisation.

The natural tendency to minimise theale of the problem was also found to be true in
many crisis committee meetings that were convened during the course of the exercise.
|l nci dent management meetings need to ask
case and develop strategies to minimispact. They need also to be able to accept

that the responders may not have all of the answers.

A common problem, particularly in coordination centres, was that while responding to
multiple incidents the responders failed to realise that there was aThsifocus

tended to be on what was broken or performance metrics.

One player stated that an exercise outcome was the clarification of guidelines to
support escalation of IT security incidents with narrow spectrum impact to high

priority status. This sammmpany will also modify their crisis response plans to

ensure that regular status updates are provided from crisis management teams to
incident responders and vice versa.



Finding 6: Attempts to facilitate an interactive international game were hamperedy
time zone differences, isolated scenario building and unexpected player actions.

International play was not extensive in the Australian national exercise. A longer pre
exercise build up, a longer exercise duration (to account for the 18 hour difécbetween
Wellington and Washington) and more international communication during the exercise
planning phase will need to be incorporated into Cyber Storm 1l

Observations:

a.

Attempts to facilitate international cooperation and communication through the
Certificate Authority compromise were not successful. Despite-lengl efforts

made by planners, the scenario did not escalate as planned and resulted in limited
communication and coordination within the international community during the
exercise.

Intemational play was severely hampered by the time difference. In essence the US
exercise started a day later than the Australian exercise which meant that Australian
play was winding down while the US play was winding up.

Through the planning process, pagants gained insight on how each nation or
international organisation would respond to a cyber incident. Many participants
commented that, with the benefit of hindsight, they would have planned and executed
their scenarios differently to engage their amternational partners. They did not

fully capitalise on the framework and opportunities that Cyber Storm Il provided to
exercise as broadly as they could have.

Players noted that the interactive international elements of Cyber Storm Il were very
appealig and an impetus for their involvement. For many organisations, participation
in Cyber Storm Il will depend on their ability and readiness to capitalise on the
opportunity afforded by the international framework of the exercise. Many players
notedthatn hi ndsi ght, they didnét have the pe
partners in Cyber Storm Il as it was a completely new concept and they were
unfamiliar with the likely execution of the exercise. They agreed that Cyber Storm Il
will allow themto build on these lessons and incorporate their international partners
in the planning and design of Cyber Storm |II.

Some players noted that greater involvement with and interaction between Australia
and New Zealand in particular should be pursued a®party Cyber Storm Il given

the commonality of the issues and players.



Annexe A: Participating Organisations

This list does not include six organisations that wish to remain anonymous.

Nongovernment Participants
AusCERT

AusReqgistry Pty Ltd

Australia and New Zealand Banking Group Limited
The Australian Domain Name Administrator
Australian Securities Exchange
CISCO Systems Australia

The Commonwealth Bank of Australia
Country Energy

Ergon Energy Corporation Ltd
Energex Ltd

Energy Networks Association
Insurance Australia Group

Internode Systems Pty Ltd

Melbourne IT Ltd

Microsoft Australia

National Australia Bank

Powerlink Queensland

Singtel Optus Pty Ltd

Suncorp Metway Ltd

Telstra Corporation Limited

Westpac Banking Corporation
Woodside Energy Ltd

Obsevers

Attorney-General's DepartmentEmergency Management Australia
Bank of Queensland

Bendigo Bank

Citigroup

Foxtel

IT Security Experts Advisory Group

National Electricity Market Management Company

QANTAS Airways Ltd.

Commonwealth Agencies/Departments

AttorneyGeneral's Department

Attorney-General's DepartmentGovCERT.au

Attorney-General's DepartmentProtective Security Coordination Centre
Australian Communications and Media Authority

Australian Federal Police

Australian Security Intelligence Orgaat®n

Centrelink

Customs

Defence Signals Directorate

Department of Broadband, Communications and the Digital Economy
Department of Defence



Department of Finance and Deregulation

Department of Foreign Affairs and Trade

Department of Immigration and Citizdnp

Department of Infrastructure, Transport, Regional Development & Local Government
Department of Prime Minister& Cabinet

Department of Resources, Energy and Tourism

Office of National Assessments

State Government

SA Department for Transport, Energy &nastructure
SA State Emergency Management

WA Department of Premier and Cabinet

WA Department of Treasury and FinaricBerviceNet



Using RFID for Cyber Threats Mitigation

Case Study

Cyber warfare, especiallyatnpuer Network perations (QlO) hasa deep technical aspect. Even
minute technical shortcomings in the security of protected systems may lead to a complete
compromise of the system. Conventionally, high levels of assurance have been achieweithonly
Asi x feet of and electiomagretic) nptiwoyksseéparation. Lately, though, even this has
not proven sufficient, as the case wiftgent.btz i computer worm has demonstrated [6].
Agent.btz , sometimes even considered to be a real casglitdry computer network exploitation
(CNE), used USBIlash memories to transfer malware into closed networks and leak data out of them.

Radio Frequencydentification (RFID) is rather a broad concept. In this case study, we refer to the
architecture in fig. 1, where each of the componentscantmunication protocols use widely known

or standardized techniques to implement their functionality.
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Figure 1: RFID system as a subsystem

RFID technologies in general use the spectrum very broadly: systems vary from LF to UHF and
microwave.Due to regulatory issues, the Ukiinge solutions tend to have further read ranges than
LF, reflecting in the applications area. The LF and HF systems are used feracigeeapplications,

such as physical access control and payment systems. UHF, othéinehand, is typically used in
logistics.

The RFID subsystem can be thought to be consisting of a tag, channel and a (possibly mobile) reader.
RFID tags are categorized in three groups, based on their role in the communication protocol and
energy use:

A Pssive tags that dondt have a battery on the
transmitted by the electromagnetic field

A Active tags that contain a power source, and can initiate communication based on that energy
A Semipassive tags, which empl@aypower source for extending their read range and holding
internal state, but do not initiate communication unsolicited
In our view, RFID technology represents a similar threat in CNO as USB sticks, only more insidious
due to the following characterissic

A RFID systems are often readily connected from the edge of the closed network right to the
core
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RFID technology, when present, is an integral part of the setup, going unnoticed
A Processes involving RFID are optimized to require as little user interastipossible

A Traditionally, RFIDsubsystems are considered as trusted, requiring little or no security
(relying mostly on the vendorés | PR protecti

Due to the low cost, small size and weatfemistant packaging of se RFID tags, it is possible, for
example, to construct a cyber minefield, with different types of wiiested tags, such that when
enemy battle systems move over the minefield, their RFID readers will pick up the contamination and
disable or corrupt sne of the missiofritical systems. This is one way the shanige wireless
sensor types could be used to penetrate the seemingly thick wall of physical network separation of
operational systems, and deliver information warfare type operations into nktseurks.

The purpose of this case study is to present the results of our work for identifying and tackling the
RFID threat in the CNO framework.

SCENARIOS

In the course of our research, we have identified two of the most typical scenarios using REID in t
military: logistics and physical access control. The requirements of the scenarios for INFOSEC and
COMSEC are elaborated below.

Logistics

In logistics, there is need to monitor items and vehicles (fleet management) automatically, when they
are stored amh transported between locations. Typical tracked properties are, for example,
environmental conditions and location. Tags could be placed on several types of items, from large
containers down to individual rifles.

For logistics, the availability and intetyr of the information in a larger scope has more weight than

e.g. the confidentiality of single tags. These properties contribute to the situational awareness in
logistics as well as the functionality of the whole logistics chain. (If the container atestin
addresses are mixed in a specific holding area, it could severely delay or even destroy the logistics of
an entire mission.)

It is characteristic in logistic systems to have desgrhing connections from the RFID subsystem to

the internal databasersers. This presents an extra attack vector not often present in access control
systems.

Access Control

RFID is replacing or augmenting physical locks in many places. The sometimes rapid changes in
personnel and facilities force the physical access dosyatems to be very flexible. Mapping from

the user set to a lock set needs to be ntasmgany, easily maintained and quickly configured.
Administration needs to be able to centrally assign and revoke rights per lock and per user or group of
users. Restetions can also be based on the time of day, person of facilities classification or special
circumstances.

Physical access control has two concerns:
A Preventing unauthorized access into facilities
A Ensuring access for authorized users

Thus the systems needlt guar d the confidentiality of single
as ensure the availability of the service as a whole.



The central access control management systems are usually separated from other systems and
networks, so the attack patherh the access control to other mission critical systems are lengthy and
unlikely. Additionally, the access control tags need not contain much memory or processing logic,
making the threat of malware in the tag less prominent.

THREAT MODEL

RFID systems havlong been isolated and proprietary systems, mainly due to their size and
processing restrictions. This position has been very tempting for the vendors to overlook
costly information security issues: the related risk has not so far presented a sulisteatial

to critical systems. However, due to the increased connectivity of RFID subsystems, their
threat potential has increased nearly exponentially.

In our scenarios, the approach taken by some of the vendors has resultethadrivioreat

vectos. Thefirst one isintroduced by the increased connectivity is considering the RFID
subsystem as a weapon instead of a target. From an abstract point of view, the RFID
subsystem may represent an unguarded route to critical core systems, even in cases where the
critical system has been physically separated from other networks.

The second threat vector is the low entropy of the tags in the access control system tags,
allowing a fast enumeration of all the possible key alternatives, much like having a master
key © the locks of a whole facility.

In the following, we detail the threat model and its application to our scenarios. This includes
the attacker presumed abilities and restrictions as well as different attack types with examples
and effects.

Attacker Abiliti es

The attacker abilities are modelled based on two typical models: ¥alevor the general
computer network securift], and Chosen Ciphertext Attack (CCidy the cryptographic
components [7]. We applied these models to the RFID subsystem.

DolewYao: the attacker

A can read the RFID channel at sufficient rates; specifically the attacker can demodulate the
code, decode the line coding and discover possible hopping sequences
can write to the RFIEZhannel at sufficient rates

A
A can inject compromised or evenstomized tags and readers to the system
A can corrupt a limited set of legitimate readers and tags, but not

A corrupt their private data (i.e. smart card crypto keys)

A readers without the interaction of the reader with the RffiEnnel
A cannot, in the generatase:

A delete RFIBtraffic from the RFIDchannel, implying that removal or rerouting of
messages in the RFID channel is deemed infeasible, and modifying messages requires
moderate to large resources and expertise

A decrypt logical level ciphers or predictcaio m number generatorso out

CCA: the attacker:

A can recover the encryption algorithm used, in detail



A can deceive the hardware and processes working under operative crypto keys to encrypt and
decrypt arbitrary messages subject to the following constraint:

A messages sent according to thegwecified functionality of the system by legitimate and
uncorrupted components can be encrypted and decrypted only case by case

Table 1: RFID threat categories

Tag(T) Channel(C) Reader (R)
Confidentiality(C) [TC_READ | CC SNIFF  [RC_READ
TC META
TC_UNKILL
Integrity (1) TI_OVR_GEN| CI_INJ RI_REPLACE
TI_OVR_COD| ClI MITM
TI_OVR_FUN
TI_CLONE
Availability (A) TA_KILL CA_DOS RA_DISABLE
TA_RDR
TA BLOCKER

The threat model differs for access control and logiseses for practical reasons: the logistics case

is far more general, and requires a rdeteael approach. It is possible to translate each model to the
same type as the other, but in such a case the application will be more laborious. As the logistics case
has a more general model, we recommend using that one for cases outside their domain.

Logistics

The logistics threat model considers all three types of attacks in thenGdkl (confidentiality,
integrity and availability) targeted against each of the R&iDsystem components: tag, channel and
reader. These are then translated into examples and effects in the logistic and access control
environment, displayed in table 1 and explained in tables 2

It should be noted that the focus is on attacks to theamagchannel, as these are easiest for the
attacker to get access to; in addition, the compromise of components further up the chain towards the
backend systems nearly always implies the compr
targeting the readdrom the back office are not considered, and attacks channelling from tag or the
channel are grouped under respective categories.



Table 2: RFID tag-based threats and their effect in logistics

Code Explanation / example Effect (in logistics)

Conf | TC_READ Unauthorized reading of tags; | Force tracking; deduction of
the possibly sensitive operations by e.q. rifle IDs
information in a tag or a their
combination in a group of tags
leaked

TC_META Unauthorized deduction of Intelligence on the blue force
metadata from the tag movements and hierarchy are
information (e.g. batallion ID, | leaked
destination, PINcode)

TC_UNKILL | Restoring information in a €5dzYLJAGSNI RAGDAY
¢ RSaidNR&SRé¢ {I]sensitive information thought to be

safely discardd (encryption keys,
etc.)

Integr. | TI_ OVR_GEN| Unauthorized overwriting of Items are transported to incorrect
tags: tags contain inaccurate of destinations, the logistic situational
false information awareness is distorted

TI_OVR_COD Tags contain malwaraffecting | Takeover of the back office or use
the backend systems, such as | management systems, injecting
viruses or backdoors. viruses into the main systems

TlI_OVR_FUN| Changing the operational logic| The tag will send continuously,
of the tags (injecting ending the battery; tags will refuse
unauthorized commands to to answer to authorized requests,
tags) but answer to unauthorized ones

(i.e. track their location and send it
to the attacker whenever possible)

TI_CLONE Breaking the connection The basis for the identification is
between thetag information broken; distortion of the situational
and the physical, authorized |l ¢ NSy Saa 27F f 2
token represented by thetag |t STGY wmnn 062 ES&:
(cloning or destroying the tag) | few are left)

Avail. | TA_KILL Disabling the tags nearly Items are misplaced and their
LISNX I ySy Gt e ¢ S|transport slowed down; situational
command) awareness in logistics updates

slowly or is distorted

TA RDR Using a contaminated tag to | Slight distortion in the situational
crash the eader applications or| awareness in logistics
operating system

TA BLOCKEHR Disabling the tags by actively | cf. TA_KILL; more easily remedied

blocking their radio channel or
communication protocol




Table 3: RFID channel-based threats and their effect in logistics

Code Explanation / example Effect (in logistics
Conf. | CC_SNIFF | Eavesdropping cf. TC_READ and
TC_META
Integr. | Cl_INJ Injecting unauthorized messages in the cf. TI_OVR_* and
channel; breaking the authentication of the | TC_*
chanrel
CI_MITM Man-in-the-Middle attack (rerouting a Slight distortion in
message, altering a message actively during| the situational
protocol run) awareness in
logistics
Avail. | CA_DOS Blocking the communication channel with cf. TA_KILL
other than electronic warfare methods, i.e.
RFIDDoS attacks (e.g. an unauthorized reads
can query tag information too rapidly; a set o
unauthorized tags can send helioessages
faster than standardized)
Table 4: RFID reader-based threats and their effect in logistics
Code Explanation / example Effect (in logistics
Conf. | RC_READ | Unauthorized reading of tag contents from th| cf. TC_READ and
reader; the possibly sensitive information in 4 TC_META
tag or a their combination in a group of tags i
leaked
Integr. | RI_REPLAC| Replacing a trusted reader with an All the tag and
unauthorized reader channelbased
threats
Avail. | RA_DISABLJ Disabling or destroying an authorized reader| cf. TA_KILL,
another means than via the RFtbannel (i.e. | TA_RDR,
physically) TA BLOCKER an
CA_DOS
Not all of the threats are equally significant. The significance of the threats forms an application

specific RFID threat profile, which we have categorized as follows:

A
A

A

Critical: system cannot be accredited / operation dtiexg systems should be discontinued

Major: the threat should be handled according to the risk management policy as soon as
possible

Prioritized: the threat should be handled according to the risk management policy

Minor: the threat should be acknowledgeta persystem basis



For logistics, the RFID tags are not usually placed very individually (per soldier) but attached to more
collective units, such as containers. Thus, hostile force tracking is not as likely. In addition, the
situational awareness pire is formed as a total from a large set of widely distributed tags, making a
local breach less significant.

On the other hand.ectain computer virus types have been demonstrated to fit into as low &s 100
200 byted5]. This can easily be accommodatadhe storage capacity of most modern RFID tags
even EPC Global Gen2 standard passive tags include a maximum of 88 bytes of [i3¢mueeyi
within thereach of skilfully optimized virus codes. As the RFID subsystem is very often optimized in
cost, thetag memory content is simply passed along the rouéthout validation- to the core
systems, which finally consumes the unfiltered payloAd. the logistic ITsystems are well
networked into the core operational C2 systems, this poses a significaait fthrehe baclend
systemgia the RFID.

In the logistics application, RFID can be transformed from an enabler to a cyber warfare tool.
Otherwise closed C2 systems may have unexpected unguarded routes past their security perimeter,
leading to both inforntéon leakage and internal information corruption. The detailed RFID threat
profile for logistics is, according to our studies, as follows:

A Critical: TI_OVR_CODE, Cl_INJ, RI_REPLACE
A Major: TI_OVR_GEN, TA_KILL, RA_DISABLE, TA_RDR

A Prioritized:  TI_OVR_FUN, TA BLOCKER, TC_META, TC_READ, CC_SNIFF,
RC_READ

A Minor: TI_CLONE, CI_MITM,CA_DOS

Access Control

The access control threat model stems from the more precisely defined subsystem, including
personal tags and possible PéNdes, reader functionality (opening adand relaying /

checking a PIN) and placement (at entrances and security perimeters), aeddback
functionality (userand group management, auditing). We were able to pinpoint the threats in
a more practical level, and map the dependencies betweethezath The work was

performed jointly with Oulu University Secure Programming Group (OUSPG) and the
framework has been published separately in [8].

Il n current access control systems much of th
o0 b s ¢ uThustfor éxisting systems, even reverse engineering can be considered a security
threat. Certain issues related to privacy in conventional systems can also be seen as a threat in
access control systems: for example marking the tags (which act as se&erity) too

clearly with their intended purpose may help the attacker to select its targets better.

We present here only a summary of the detailed threats identified in [8], but describe here
instead the RFID threat profile for access control translatedhe general threats specified
in the logistics section.



Table 5: RFID threat-vectors in access control

Threat

Arch. element;

BackendFloodingThreat
BadHashThreat
BadPrngThreat
BruteForceKeySpaceTlat
DeltaDebuggingPacketThreat
DeltaDebuggingThreat
DenialOfRfChannelThreat
DenialOfServiceThreat
DenialUsingAnticollisionThreat
DisconnectionThreat
ForgeryThreat
GetPinFromTagThreat

GetPinFromUserThreat
KeyCopyingThreat
KeyLeakingThreat
PoorlyUsedKeySpaceThreat
ReaderBreakingThreat
ReaderTracingThreat
RelayingThreat
ReplayThreat
RfidDataMalwareThreat
SpeclLeakingThreat
TagbreakingThreat
TagCollisionldTrackingThreat
TagHolderRecognitionThreat
TagReaderRecognitid hreat

TagSignalFingerprintTrackingThre

TagTrackingThreat
UnauthorizedAccessThreat
WeakBackendHashThreat
WeakEncryptionThreat

X

X X

X X X XX X X X

Backend

All

Tag, Reader
Tag

All

Channel
Channel
General
Channel
Reader, Backend
Tag, Backend
Tag

Reader
Tag

All

Tag
Reader
Reader
Channel
Channel
General
General
Tag

Tag

Tag
Reader
Tag

Tag
General
Backend
General

In cyber warfare, a significant part of hacledtack preparation is intruding some of the
premises containing network operations equipment, such as NOCs (Network Operation
Centre). If these premises are physically protected with RFID access control technology, its
threat profile poses an equallydarrisk for the mission critical systems as planting malware.

The RFID threat profile for access control was identified as follows:
A Critical: TI_OVR_CODE, TI_CLONE, TC_READ, Rl_REPLACE, RC_READ

A Major: TA KILL, CA_DOS, TA RDR, CI_INJ, CC_SNIFF, C|_MITM, RADISABLE,
TC_META

Prioritized: TA_BLOCKER
A Minor: TI_OVR_GEN, TI_OVR_FUN

™



AUDITING

The acquisition of thirgparty commercial hardware and software for military purposes is
becoming increasingly commonplace. Ideally, sufficient and authenticated informiatien o
acquired system can be readily accessible for the system users, and the claimed functionality
corresponds to the actual rdié functionality. However, too often the relevant security
properties are too vaguely specified and / or inadequatelymneplieed in the system.

Auditing is required to validate that the claimed security properties of system are present.

Technical security audits for conventional ICT systems have well established procedures for
varying degrees of depth (e.g. [2]. However, thuthe nature of RFID systems, there is
considerable significance on the reverse engineering process, or establishing the inner
workings of the system. This nature stems from

A Wide variety of technologies and vendors within the RFID subsystem, from eatlioaiogy
to logistics applications

A Extremely optimized manufacturing processes to produce cheap tags and readers, leaving
little motivation for the vendor to disclose the more detailed functionality of the RFID
components, making the available documeatisar vague about the security properties of the
system

A Tendency to rely on fisecurity by obscurityo,
that if the details remain secret, the system cannot be fruitfully attacked
The RFID security auditing prosg follows the main principles in typical information system audits
[2,9], that is:
A Planning and preparation
A Performing risk analysis based on a threat model and the goals
A Gathering necessary information about the audit target
A Analyzing the gathered inforation based on the threat model and the claimed functionality
A Disclosure of the results
The process for the audit is similar for both of our applications: access control and logistics. However,

the required tools for analysis and information gathering samewhat, mostly depending on the
RFID channel characteristics and reader platform.

Process

The general process is depicted in figure 2. The process is iterative in nature, as some later
details may reveal new threats or vulnerabilities not anticipatieddieand, and requiring

explicit permissions from management and vendors. (The exception to this is the results
disclosure, which needs to be kept a separate process. If new important vulnerability
information comes up during this phase, a new audit psaoey need to be started.) We
anticipate at least two iterations, as the audit targets need to be refined at least once.

Planning and preparatiomcludes the audit target identification, initially at a coarse level,
but refining them during the processirpose statement includes a clear indication of the
auditdés expected results, motivation, and sc

A Examination of a product against vendors claims and domestic security policy
A Audit of an internal system against a new security policy



A Checking a prduct implementation against its specifications

A Checking compatibility of a certain department IT systems with respect to a new legislation
or standard

An obvious, but not to be underestimated, part is the managememt mspecially external

audits may b sensitive topics, and not possible to conduct withléxel acceptance only.
Generally, the RFID setup may require actions (such as reverse engineering) that need vendor
permissions / support. This is, however, dependent on local legislation andegutidit d

Risk analysigloes not require the auditor to identify the assets and their value, but rather obligates the
audit target owner to provide sufficient information to the auditor. The general risk analysis is then
viewed with the RFIBspecific threat radel (e.g. the one presented before), identifying, for example:

A Which of the critical assets are theoretically accessible from the RFID subsystem

A What kind of attackers might be likely to access the assets and what resources are they likely
to spend on ifin terms of hardware, knowledge, skills and inside information)

A Which of the threats listed in the threat model can be afforded by the attacker in consideration
(based on the resources needed for the attack)?

N NCNC Y

Results
disclosure

Risk Information
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statement

- Determine the
effect of attacks
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Encryption
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resources for attacks \ Aythentication

prOCed ures security measures
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approvals Determine the parameters parameters against - client
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Vendor contracts value of assets RFID channel threat model -local CERT
and approvals Threat model parameters Investigate crypto
Identify audit - Determ]ine thi RFID reader mechanisms Publication
targets types of attacks parameters Evaluate authentication ﬁ)iggf'fr;g;?
Threat model mechanisms
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Figure 2: RFID security audit general process

Information gatherings, by our experience, the most laborious part of the audit. This is especially
true with the access control case, as the systems are closed andcatealacquired from a large
multi-national vendor via a chain of resellers aystam integrators.

An audit, whose purpose is to harden systems against CNO, needs to investigate protocols, encryption
schemes and other security controls on a logical level. However, for closed systems, this requires
accessing the information on the ploal level as well, not to mention knowledge on the data
encoding, protocol type, data formats, etc.

If the system proclaims to follow a known standard, the information gathering phase is made easier by
an order of magnitude. In most cases in logistics, $eems to be the case, but the access control



systems often follow vendapecific, and sometimes old conventions on defining the operation and
formats of the RFID subsystem. We divided the information into six:

A RFID tag parameters, such as data engpdimd format, memory size and usage (including
security controls), accepted command language (if any), tag type and population control
response

T

RFID channel parameters, such as frequency, modulation, symbol speed and data encoding

™

RFID reader parametersjch as data encoding and format, memory size and usage, accepted
command languages, supported tag and population control types, external communication
interfaces and their protocols, typical operation with the tags

A Backend system characteristics: systgmet (database, ER$dftware, user management, ...),
security controls for the channel including data input from the RFID subsystem

A Authentication mechanisms and protocols, between the tag and the reader, and the reader and
the backend system

A Encryption méhods: cryptographic algorithms, hash algorithms, pseudo random number
generators (PRNG) and key management (including tokens ancodis)

The analysigart here includes the actual review as well. Note that after information gathering it is
likely needé to step back to refine the planning and preparation as well as the risk analysis. The
review is meant to compare the results of the information gathering with the specifications and claims,
which in turn are compared to the original contracts, secuiticies and / or standards and
legislation.

Actual analysis is likely to be required on the different security controls in the-RHiBystem, such
as key management, PRNGs, use of cryptographic modes, protocols and authentication mechanisms,
whether theyactually fulfil their intended purpose.

Penetration testing is recommended in two cases:
A If the RFID reader blackout is sufficiently serious for the operation

A If the RFID reader transmits large enough packets ( > 50B) of data to thermhiskstems to
give rise to malware injection attacks against the {sak systems

An alternative to petesting is to have sufficiently detailed documentation of the security controls in
the RFIDreader (basically indicating a sowoede audit).

Results disclosurénalizes the audit process. Note that due to the nature of a standard vulnerability
disclosure process, it is generally very difficult to iterate backwards from this stage. The disclosure
process may follow the standard conventions for RFID as well, noting dgapossible discrepancy
between the size of the vendors and the typical user organization.

Tools

We focus here on the tools required especially for the RFID auditing process. Tools for
formal protocol analysis and péesting are available elsewheradacan be used

independently of the RFID subsystem. We did not consider the more advanced attacks, such
as reprogramming a reader, but concentrated on attacks originating from thelifiiel.

This is due to the following reasons:

A 1t is possible to simuta any tag or reader operation to the other party by manipulating the
channel only.

A If the tag is modifiable from the reader, new and customized tags can be generated (to a
degree) from injecting suitable message in the channel only.



RFID-channel manipul&in needs physical devices to send and receive data. Due to the multiple
frequencies used in different RFID systems, different radios may be required. Based on our
experience, LF and HF can be managed with the same radio and several antennas, but UHF and
microwave bands require separate radios, even within UHF (e.g188006¢c and 1800 systems

are best analyzed with different radios).

UHF-radios are usually specialized systems due to the large symbol speeds compared to cwrent state
of-the-art in geneal purpose computing platforms. For LF and HF systems,clust open hardware
platforms exist (e.g. GNWadio [4]).

The heart of the radios is naturally operating systems and signal generation software. Additionally,
signal analysis tools are needed. Wesdligped in conjunction with OUSPG a set of signal analysis
and radio controller tools, available in [8]. These include:

A Different modulation generation and recording tools for the Gaiio
Demodulation tools

Signal analysis tools

Transmitting tools

Data brmat manipulation tools

Syntax analysis tools

To o o Io Io Do

Automatic data generation tools
A Reference signals

The tools were tested only for the LF and HF signals. For UHF signals, a different set was developed.

CASE STUDIES

The audit process and tools were developih thie help of case studies, one from each of
the application areas. The logistics case study involved a UHF active tag system used for item
tracking, and the access control case a passive tag system for electronic door locks.
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Figure 3: Data bursts and their spectrum of the active tags, indicating 2-FSK

Logistics

The active tag system investigated was built on abbkd company chip technology, repackaged

and programmed by a Finnish company for fleet management. The tags were placed in containers,
were they measured different environmental conditions as well as location. The system consisted of
the tags, which transmitted about-BOO meters regularly trying to contact a reader within range.
When a reader appeared within range, the tags dumpedrthagurement information to the reader,
which forwarded them over its WABbnnection to a centralized database.

The system was in an evaluation phase, and the purpose of the security audit was to find possible
technical weaknesses in the RF3Dbsystem. Thaudit was requested by the potential acquiring
organization, and since the system was in evaluation phase, the Finnish resellefopasatiee in
providing the sufficient information. However, some of the RFID channel characteristics were tied to

thetg6s chip itself, making it necessary to verif)

We used the threat model described in chapter 3.2. For the information gathering phase we used a
separate signal analyzer (different from the tools depicted iml{@] to the symbol speed, which the
standard GNkradio communication circuits could not handle adequately), dedicated far B0Q0

MHz band. The modulation recognition required yet more equipment (it turned out to be a form of
FSKi RFID systems do noteghloy complex modulation types, thus making them easy to identify; see

fig. 3).

During information gathering and subsequent analysis, the main weaknesses found in the
system were as listed below:

A No explicit authentication between the tag and the readgoridl a shared secret key used in
the communication encryption

A Communication in the RFID channel was encrypted, but the encryption keys were kept
constant, and the encryption mode was that of a stream cipher. Thus XORing a known
plaintext and the sniffedghertext, one could recover the keystream easily.

A Together these two weaknesses enabled a total control of the RFID channel by an attacker



A The reader was forwarding the measurement data without sanitation to a database
management server, which inserted tlata also without sanitation directly into the database.

A The packets forwarded by the reader could be between 100 and 200 bytes, making it large
enough to contain viruses or S@ijections

A The latter two weaknesses enable an attacker to inject maleanettie tags right into the
core systems, or to take full control of the database using an SQL injection.

Based on the analysis, the system could not be recommended for deployment, unless the
weaknesses were resolved. (Later, however, the whole techngpmgwas discarded due to
compatibility issues).

Access Control

All of the access controlRFlIB ubsyst emds technology in our
marketed by a large multinational corporation. The integration into an access control and
workforce tracking sftware was made by a Nordic integrator. The RFID subsystem in

guestion has been broken multiple times in the past, but the vendor has prevented large scale
publication through litigation, allowing the weaknesses to remain in place. Due to the closed
natue of the product, as well as little or no available exact information on the weaknesses,

the system was considered viable for a security audit by the organization employing it as their
access control method.

The system consists of a passive LF tag, reachalty from a distance of a few centimetres,
and checked against access rights in a centralized server. It is possible to install a separate
keypad beside the lock to require a PIN code as well as presentation of the token. The
backend system is used tdide the rights, as well as manage the key populations.

Since even the Nordic integrator would not provide or did not have the specifications of the
system, it was reverse engineered from the physical layer upwards. As the system works in
the LF band, its possible to use generalized radio equipment and standard laptops for
analysis and signal generation. (See [8] for a more detailed description of the auditing
system.)

We used the threat model described in chapter 3.3. Modulation recognition wassirize the ASK
modulation shows up in a basic oscillator screen. The system did not contain enough information
capacity for malware to reside in the tags, but neither was it sufficient to enforce any rigorous access
control. The main weaknesses were:

A Theidentification was based on the static contents of the tag only, making it possible to clone
the tag

A The tag variable, personally identifying, information content was only 12 bits, after facility
code was known. This#2i t -splhbed was nbutinlargeeldsters (aset bf 1 y
keys ordered in the same patch were sequentially numbered). This enablddrbingethe
entire keyspace, even without knowledge of any key.

A The PINcode was not independent of the #By instead it was computed fromethD using
a deterministic algorithm (thus could not be changed, if revealed).

A If the reader connection to the backend system was disconnected, they checked only the
facility code, not the individual code nor its access rights.

A These properties lead to attack, where even a Piprotected door, where only one key in
the whole facility had rights to, could be brifiteced open in less than an hour (in seconds, if
it was not PINprotected).



Based on the analysis, the access control system was completelguatad The audit recommended
replacing the system, which the organization put immediately under process.

Because of the vendordéds history with vulnerabil
process to be handled by the Finnish CEfRdup. W& are not aware of the process status, as of the
time of writing this paper.

CONCLUSION

We have presented a threat model and an security auditing framework for an RFID
subsystem in military scenarios. Based on the threat models and ogtugdiss we have

shown that RFID technology can be used in CNO both as a courier for malware over network
separation and to breach physical access control systems.

Because of the multiple applications and ease of use, RFID technologies will continue to
increase in populéy and appear in ever more unexpected places, even in military systems.
Despite its current shortcomings in the information assurance arena we believe that RFID can
be safely and securely integrated into other ICT systensgdiramount to exercise caard

perform similar validations for RFID systems as with any other new ICT system, but the
security problems so far do not preclude the use of the whole RFID technology.

RFID should be included, with other ICT systems, early into company and organizsition
analysis, and exercise similar caution and validation processes with RFID as with any other
ICT system waiting for deployment. The bottom line is not to treat RFID subsystems as
trusted, and not to assume physical separation will provide absolutetmotirom CNO.
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Using RSC for Cyber Threats Mitigation

Case Study
Remote Secure ControlléRSC)was developed in one of the projects funded by Polish Ministry of
Science and Hi gher Educati on, titled fFeder at ed
project was to develop and implement FCDS prototypeptioaides:
security improvement in federation of networks environment,

support of network administrators in decision making and attack counteraction,

automation of unauthorized actions detection and reaction to them, and

=A = =2 =4

analysis of events coming fromfféirent networks parts to enable distributed attack
recognition.

FCDS6 architecture defines three main el emen
Decision Module (DM) and Reaction Subsystem. Simpulg the basis of information from

different sensors DMetects malicious activity and prepares so called Generic Decision Rule
(GDR). This rule should be then translated into the language of a certain reaction element in

order to take action against detected malicious activity. However for many architectural

reasons the execution of the GDR is done through the Remote Secure Controller.

Therefore,Remote Secure Controller is used to control reaction elensenthe basido Generic
Decision Rules prepared Hye Decision Module. The proposed solutiminRSC ralization seems to be
universal and can be used in other systems, wipehatesimilarly to the FCDSand have similar needs
of controlling the components. As the remote controller wasigiesd forworking in federationof
systems, for sure it can be alsacessfully used iother, not so opesystens.

DESCRIPTION OF THE FCDSSYSTEM

FCDS is a system prototype designed for cyber security improvement in federated networks. It supports
cyber situational awareness in protected federation of systems. FCD8sehaibn of information

from various sensors deployed in different laydrprotected networks/domains. This capability enables
detection of sophisticated attacksfauthorized actions, which is impossible for individual sensor.
Moreover FCDS supports rihistrators in decision making process facilitating joint reaction to attack.

FCDS consists of autonomous subsystems which are deployed in protected networks (domains). Each
protected domain is composed of typical network elements e.g. routers, sveéchers, user terminals,
equipped with security software (e.g., firewalls, IDSs/IPSs, antiviruses). In such environment there are
deployed FCDS elements such aswanber of sensors (S), decision module (DM) and a number of
reaction elements (RE).
Sensorsre responsible for:

1 monitoring the protected netwgrk

1 supplying DM with alarms about events observed in the network.

Decision modulenables:



acquisition of sensor alarms
processing network events
correlating network events
attack detection;

applying reaction to attack

sharing cyber information with other cooperating domains
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Visualisationof security measures and statistics

Reaction elementwe responsible for attadhitigation/prevention. Possible reactions include:
1 Administrator notification
1 Redirection to trap
9 Blocking (if possible).

DecisionModule isresponsible for collettg data retrieved from sensaaad gener&n of Generic
Decision Rule (BR). GDR is produced dsed orsensotinformation. This process takes advantage of
the ontology Bgine. The decision rule carry information about the identified threat, the source and
target important for the reaction elements.

After being accepted by the administrator, rules are distributed from the Decision Module to the
Translator Modulghat is mplementation of the Remote Secure Controliaronverts the receidedata

to be able to efficientlyeact. The main goal of TM is to correctly configure and control subordinate
Reaction Elements. An exemplary reaction could be blockage of the redeifebi address on the
firewall.

The FCDSperforms the following activities/processes:

1 Gathering information from sensors, which monitor network inside the domain (seei Fig 1
point 1) Information about identified anomaly/attack can be also sent frorantisut
cooperating domain.

1. Generating reaction decisid®GDR) on basis the imfrmation collected from sensors. GDR
definesthe scope ofeaction. Sending the GDR to the Translator Modgkse Fig I point 2)

2. Applicationof elaborated security decisiomsReaction elements (see Fig point 3).

As depictedin Figure 1 apart from Sensors, Decision Module and Reaction Elements, the FCDS
promotes applidéon of so called Translator Mvdules (TMs), that are used to apply developed by DMs
reactions to theeaction elements. TM is responsible for translating so called General Decision Rule
(GDR) developed by DM into language of the reaction element and configure it appropriately.
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Figure 1: Architecture of the FDCS system

Figure 1 shows application of the Translakdodule (TM) as a separate and autonomic element of
FCDS system

A strong advantage of this system is that the network administrator can quickly and efficiently react on
identified threats. Inthis way the security configuration in every domain in any moment reflects
identified threats. The domain administrator has constant insight into settings of reaction elements
(security), and reaction is automatic.

Information about threats are collectdédrm sensors, and exchanged between Decision Modules of
federated domainsThe administrator can manage crdssnain security policy, through setting
importance of rules received from other federated domains. For example, he could drop rules from a
speciftc, untrusted domain or site ruleso be automatically applied when the domain is 100% trusted
and has more sophisticated and reliable sensor subnet.

FCDS USE CASE

An important feature of the TM is the possibility of automatic selection of Reaction &todul
(devices) that are the most convenient in this special case of the identified incident and a
given rule. In Figure 2 there is presented a situation of the protected system consisting of 2
domains. A rule is generated, with information about 2 usergéntirmed unauthorized
activities, and 1 infected FTP server.
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Figure 2: Scenario of reaction over infected resource and suspicious users

Retrieved decision rule in TM have 3 IP addresses, which mudbbleed. TM also have information

about the topology of the network, and can configure reaction elements localized thesddntified

threats. In the use case presented in Figure 2 one of the dangerous users would be blocked on his own
computer by th personal firewall (e.g.; IpTables). Infected FTP seavngl the second suspicious user

would be blocked on the closest routers.

THE DETAILED DESCRIPTION OF THE T RANSLATOR MODULE

The TM can efficiently cooperate with other modules capable of generatasyrelated to identified
threats, or work independently allowing administrator to manually create rules.

Keeping in mind interoperability issues, the Translator Module was designed to accept rules in
standardized, uniform data format. This format is dase XML, and has its own template (XSD).
According to this format the information about threats, and generated decision rules are transferred form
Decision Module to the Translator Module. The format of data used in TM is presented in Figure 3.



1 <?xml werszion="1.0" encoding="UTF-8"2>

2= <schema zmlns="http://vwv.v3.0rg/2001/XMLSchema"

3 targetNamespace="http://wwv.wil.vav.pl.sopas/DRCSchema"
xmlns:tns="http://wvwv.vil.vav.pl.sopas/DRCSchema"
elementFormbefault="gualifi=d">

= <zimpleType name="trafficT"»<restriction base="string">

8 ue="tcp"/ >

g e="udp"/ >
10 Type>
128 <complexType name="firewallT" >
132 <sequence nfccurs="1" maxOccurs="unbounded">
14 <element name="sourcedddr" type="string"” minCccurs="0" maxOccurs="1"/>
15 <element name="sourcePort" type="string"” minCccurs="0" maxOccurs="1"/>
16 <element name="trafficType" type="tns:trafficT" minlccurs="0" maxOccurs="1i"/>
17 <element name="destdddr" type="string" minOccurs="g" maxCccurs="1"/>
18 <element name="destPort" type="string" minOccurs="0" maxOccurs="1"/>
20
21

22= <complexType name="addrsssBlockT">
uence minQceurs="1" maxCccurs="unboundsd">

o8 <complexType name="gdrl"-

= <sequence minlccurs="1" maxfccurs="unbound=d":>
name="threatDatz" type="dateTim=" minCccurs="1" maxOccurs="1"></element>
name="threatDescription” type="string" minlOccurs="1" maxOccurs="1"></element>
name="threatSympthoms" type="string" mi
name="gdrValidTime" type="int" minOccur

cours="1" maxlccurs="1"></element>

1" maxCcours="1"></element>
name="ww¥" type="tns:addrassBlockT" minfccurs="1" maxCccours="1"></element>
name="firewzll" type="tns:firevallT" minCccurs="1" maxOccurs="1"></element>

<element name="gdr" type="tns:gdrT"/>
41 «/schema>

Figure 3: Container used to carry GDR

The transmitted message should acquire information that is needed by the administrator to become
aware of the identified threats, and evaluate importance of particular rule. After verification afraympt

that were ged to identify a threair malicious activity, administrator could undertake additional steps,
which better protect his domain. The information about symptoms are required by the administrator in
any message sent. The rest of the informatiements are optional. These are information describing

the type and special characteristics of particular reaction, which should be undertaken in order to protect
the domain. For example it might be the URLs of WWW infected sites, or IP addresses dhaiser
behave suspiciously in the network.

The concept of TM cooperation with DM is preseritefigure 4
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Figure 4: Activity diagram for Translator Module (TM)

Connection with the TM is possible aftuccessful authorization to this element. Then theriihdt

connect with particular REh order to implement decision rule. TM modules anayk¢he decision

rules correspond to and fit into the domain security policy. After a positive analysis resnultethis
implemented in the reactioelement (by modification of REs setti ngs) . Al i nfo
authorization, rule rejection, configuration results, are available to administrator through the TM
management interface.

One of the main assumegti while developing the technical project of TM was the possibility to expand
its functionality afterwards. The architecture of TM allows an easy extep$ida capabilities by
adding new components to handling RMs, and actualization of existing cortgpom&M. To meet this
criterion Translator Mdule has pluggable architectuhat is presented in Figure 5.
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Figure 5: Pluggable architecture of TM

Application of the generated rule to RE&Edivided inb two steps. Eacbomponent of TMs responsible
for different step.The first step is to set up a connection with the reaction element by the means of
handshake and authorization. This functionality is handled by communication maoagssnent,



which isused by different REwhich are reached by that given protocol. Next step is to convert Generic
Decision Rule to Concrete Applicable Command (CAC) ireotd change configuration of REor

each of that action a dedicated driver to adapt commands t@&p@drM is necessary. In Figure 6 the
Translator Module sequence diagram that depicts full process of rule application in RM is shown.
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©

Figure 6: TM 1 Activity diagram

Figure 6 presents activity diagnafor the Translator Module. The numbers indicated on it have the
following meaning:

1. Performing validation of input message (Generic Decision Rule). Preparing to connection with
Reaction Element

2. Connecting with RE usinguéhentication and authorization;

3. Data Exchange Streams (Input /Output) are passed to appropriate Driver, which is dedicated to
appropriate RM

4. The Driver element converts GDR to CAC and configures given RM

5. End of RM configuration, recurrent delegation of the data exchange streamsefernttemnt
handling communication protocol

6. Finalizing configuration. Closing connection, and disconnecting with RM

VERIFICATION AND DIS CUSSION OF RESULTS

Implementation of the Translator was done in Javee implementatiortlassdiagram ér Translator
Module is presented in Figure This implementation was tested against its functionality and efficiency.
Figure 8 presents the tdstd environment.
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Figure 8: Measurement testbed diagram
The aim of the tests was to measure times of cooperation betwegiTRH&nd REs. Tested REs were
IPtables and Bind9n Figure 9 is presented the chart with RCEPTables cooperation times. When
RSC gets instruction, it processes it ardcutes on IPtablésee Fig 9)On X axis are times:
T11 RSC gets instruction;
T2 processing for audit purpose;
T31 RSC is connected with RE (IPtables);
T471 RSC is authorized in RE (IPtables);

T57 Instruction has been executed at CE (IPTables).

Axis Y depicts time in miliseconds. The average total time of IPtables configuration by RSC was 0,9s
(average for 20 discrete measurements). Test results with average times are shown in Table 1 below.
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Figure 9: RSC 1 IPtables cooperation times (set 11 setl0 are values for particular
measurements)

Table 1: RCS-IPtables average time of cooperation

T2-T1 |T3-T2 | T4-T3 T5-T4
[ms] [ms] [ms] [ms]
Average | 430 230,5 |94,8 173,05

The aim of the second test wasrieasure configuration time of the Bind9 DNS Server used as Reaction
Element.Figure 10shows similar time periods as in the previous test, measured when configuring
Bind9. When RSC gets instruction, it processes it and executes on Bind. Axis X showiothi@do

time periods:

T11 RSC gets instruction;

T2 processing for audit purpose;

T31 RSC is connected with RE (Bind9);

T41 RSC is authorized in RE (Bind9);

T51 Instruction has been executed at RE (Rind

T61 Bind9 has been restarted;

T77Bind9 confguration has been checked after execution new instruction

Axis Y presents time in milliseconds. The average total time of Bind configuration by RSC was 1,1s
(average for 20 discrete measuremeiitisg average times TIL7 are shown in Tabl2below.
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Figure 10: RSC 1 Bind9 cooperation times

Table 2: RSC 1 Bind9 average cooperation times

T2-
T1[ms] T3-T2 [ms]|T4-T3 [ms]| T5-T4 [ms]| T6-T5 [ms]| T7-T6 [ms]
Average| 296 189,6 96,2 169,8 304,25 71,4

SUMMARY AND FU THER WORK

Presented in the paper RSC enables to work with many Reaction Element types. Its architecture is
flexible and can be extendldéo support further types of RESpeed tests have shown thate of
executingam nstructi on dep etimdislonger wherEREmeetsytopbe restafidd after
performing an instruction (like Bind9). Neverthelessultsobtaired from tests are satisfactoand

prove that RSC can be usedsupport automatic reaction tmreats in FCDS and other cyber defence
sydgems.

The crucial advantages of this solution are:

- Mobility of RSCi RSC may be run on the majority of software environments (PC, servers);

- Adaptability of RSC- it supports rules that indicate different REs with different configuration data
(IP Addressegjetwork addressing);

- The complete production system may be built based on robust secured application server, static IP,
and also monitored server units (IPS, IDS, antivirus software);

- Cooperation (configuration) is protected in local domain by using S&hell;
- The connection is secured by using TLS (VPN network could be used when needed);

The implementation is extendable throubg applicatiorof the plugins to the neReactionElements,
and/or Services:

- operating system processes (Scheduler),
- otherbusiness processes(User Services).

Some of the solutions in the presented realization of RSC can be seen as disadvantages:



- Necessity of installing additional software: JVM, and JEE 6 compliant application server needs to
being installed.

- The server unitould be deployed in the DMZ

- RSC needs to be authenticated as a root in CE via SSH.

- Any CE units must have installed SSH server software.

The RSC plays an important role in the architecture of FCDS. The architecture of the whole system
improves network sririty in FoS (based on the synergy effect), improves cyber situational awareness in

protected FOS and integrates available IPS, IDS, FW systems (PnP). Application of the RSC enables fast
and coordinated reaction against attacks.
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Mitigating Denial of Service (DoS) Attacks
Case Study

The ultimate aim of a DoS attack is to prevent users from accessing a system or resource, and
the potential cost to critical infrastructure can be considerable. The impact of downtime to
critical infrastructure organisations may not be limitedbst revenue and goodwill, but can

extend to social and human costs. Intedegiendent and networked infrastructure

components are generally most at risk of a DoS attack.

A sufficiently motivated and skilled attacker may be able to commandeer adezgaisces

to overwhel m an organisationdés infrastructur
However, implementing an appropriate framework to manage the DoS threat can maximise

the robustness of systems and minimise their downtime in the eventttdaa a

Threat Assessment

A Threat Assessment is the most effective way to identify the DoS risks to your organisation.
Following the AS 4360 Standard for Risk Management is considered best practice. Firstly,
the context of DoS as relevant to your orgation is established, then attack vectors are
identified, followed by an analysis of risk, and finally the evaluation of those risks, as
illustrated in Figure 1, below.

Establish Identify Attack . . . .
Context vectors Analysis of Risks Evaluation of Risks

Threat Assessment for DoS Attacks

Figure 117 High Level AS 4360iRk AssessmeModel
This section provides information to help organisations identify potential DoS targets in their
business operations and IT environments, qualify the level of risk these targets are subject to,
and consider the evolution of technologydhreats and how this will change the risk
assessment over time.

At first glance DoS attacks appear simple to define and distinguish; however, they can be
categorised and sorted in numerous overlapping ways, and have a variety of very important
factorsto consider when assessing likelihood and impact. Important distinctions are:

1 Attack vectors T Services subject to DoS attacks are not restricted to the electronic medium;
people can be 6socially engineeredtdbn,and pro
pre-existing relationships between organisations can be exploited by attackers and
leveraged in DoS attacks. For example, domain names can potentially be hijacked if an
attacker is able to convince a domain name registrar to point a URL belongimg to
organisation to an IP address controlled by the attacker. This prevents the web site of that
organisation from being accessible to legitimate Internet users.

1 Attack mechanicsT For any DoS attack, it is Iimportant
e X e C u ncetlek Most vedely accepted categories are:



o Consumption of scarce resources, such as network connectivity and bandwidth
consumption.

o Destruction or alteration of configuration information.

o Physical destruction or alteration of network components.

0 Abuse ofbusiness logic.

Single point vs. distributed T The aim of a DoS attack is to abuse specific weaknesses in

business logic or system components. A Distributed DoS (DDoS) typically involves using

a number of previouslgompromised computers taatk a targetA DDoS attack can be

more difficult to defend against and detect. Reaction to a DDoS attack usually requires the
help of the organisationés external service

Client vs. server I Compromising a networked service or functionality can be achieteer

by i mpeding the ability of the server to pr
ability to access the service. DoS attacks against the server are by far the most common,

with the intention of affecting all clients of a resource rather ¢ghparticular subset.

External vs. internal i DOS incidents can originate both from sources external to an
organisation, or from within the organisation itself. Internal incidents can include the
deliberate acts of disgruntled employees, inadverteastsach as misonfiguration of
systems or through internal security incidents that affect the availability of systems.

Internally managed vs outsourced T YOuUr business operations may rely on systems and
networks over which you have little or no controh@&sally with the increasingly common
use of cloud computing services and Software as a Service (SAAS). In such an
environment, protective measures implemented by external service providers are also
important for an organisation to consider.

Communication layers T It is possible to target any of the seven OSI communications layers.
Attacks directed at the higher layers (particularly the application layer) are generally more
prevalent, sophisticated and harder to detect and prevent.

Weaknesses Exploited I Most DoS attacks, especially distributed at&cely on
fundamental weaknesses in computing infrastructure:

o Unpatched systems o Existence of reflectors/amplifiers
0 Lack of authentication o Difficulties in identifying an attack
o Poorly configured systems o Shared, vulnerable infrastructure

(including virtual systems)

Motivation for Attack T DOS attacks began to occur when a critical mass of organisations and
individuals became Internet connected, giving attackers real incentive to strike. Their
motivations nclude:

o Credibility with other hackers for o Political activism and cyber terrorism

compromising a higiprofile site o Simple boredom, a desirerfo
0 Retaliation for real or perceived ent ert ai nment, or
slights or injustices new attack techniques

0 Monetary gain (criminal extortion
or competitive tactics)

Some organisations may also be unintended targets for a DoS attack, either tl
a misdirected attack or sharing infrastructure with the intended target. Even in
cases, an appropriag&ategy will still need to be in place to respond to such an
attack.



1 Scope of attacki While a DoS attack may be targeted against a specific component of an
organi sationdéds infrastructure (for exampl e,
othersystems as well (for example, the ability to send and receive email).

Attack Trends

The following summarises current and future trends in DoS attacks for use in identifying
current DoS threats, and how these are likely to evolve over time:

Current: Future:

1 Réflection and amplification 1 Attacks on emerging technologies
(including DNS recursion) 1 Application layer DoS

1 Larger botnets & autonomous 1 Realistic behaviour of DoS traffic (further
propagation difficulty in detection)

1 Botnet markets which are 1 Attacks against anDoS infrastructure
increasingly sophisticated in nature 1 Attacks against SCADA systems

1 Peerto-peer botnets 1 Attacks against shared infrastructure and the

1 Botnets using encrypted 6cl oudéd
communications 1 Attacks against web services

1 Attacks against government
infrastructue for political purposes

1 Use of DoS by organised crime

1 Attacks against virtual servers

1 Increasing sophistication of malwar
and malware packaging



Case Study: Major Australian ISPs subjected to DDoS Attacks

What happened?

In late 2009, two prominent Australian
ISPs, aaNet and EFTel, were reportedly
subjected to sustained DDoS attacks for
number of weeks. This severely inhibitec
their ability to provide quality service to
customers due to a significant increase i
packetloss and network latency.

The source of the attacks was initially
unable to be pinpointed. Despite the
longevity of the attacks, it is not clear
whether the ISPs chose to contact law
enforcement authorities for assistance.
Nevertheless, the attacksrdirmed that
Australian organisations with a reliance «
the Internet are a legitimate target for D¢
attacks and need to take appropriate
precautions to deal with the threat posec
by such attacks.

Sources & Further information:

What was the impact?

It was reported that for severaéeks the
customers of both ISPs experienced
significant deterioration in the quality of
their service. The attacks received
significant publicity in the media and
resulted in several complaints from
customers.

How was the situation handled?

The ISPs emb&ed upon a series of core
network upgrades, including installing
additional equipment to alleviate the attac
and provide additional capacity to their
customer base.

In addition, the ISPs contacted their
upstream providers and worked with therr
implemaent filtering mechanisms to block tr
hosts identified as playing a key role in the
attacks.

The initial effectiveness of the attacks,
however, highlights the importance of
Australian organisations proactively
implementing a management framework t
addresgshe threat of DoS attacks.

http://www.infosecuritymagazine.com/view/3371/austrak@pstacklingongoingddos

attack/

http://www.itnews.com.au/News/153241 efeelneisufferdeniatof-serviceattack.aspx

http://forums.whirlpool.net.au/forumreplies.cfm?t=1263410#r1



http://www.infosecurity-magazine.com/view/3371/australian-isps-tackling-ongoing-ddos-attack/
http://www.infosecurity-magazine.com/view/3371/australian-isps-tackling-ongoing-ddos-attack/
http://www.itnews.com.au/News/153241,eftel-aanet-suffer-denial-of-service-attack.aspx
http://forums.whirlpool.net.au/forum-replies.cfm?t=1263410#r1

Threat Management

Developing an effective DoS threaianagement strategy is a significant task. Therefore,
focusing on key operational infrastructure rather than attemyatipgptect all systems from
all DoS threats is the most productive approach.

Actions that can be taken by organisations in their policies and strategic approach to
managing the DoS threat are:

1 Incorporating DoS into 1 Participating in joint exercises
organisational risk management 1 Improving information sharing
1 Implementing a security manageme g Obtaining insurance

framework 1 Encouraging industry / government
1 Undertaking staff training collaboration (examples include the Cyberstol
1 Negotiating Service Level and Cyberstorm Il security exercises)
Agreements with external service
providers

At operational and technical levels, a range of actions can be taken to protect against attacks,
detect attacks, and provide a structured and effective response.

Protect

Protection from DoS attacks poses a challenge because no single technology or operational
process will provide adequate protection.

The followingoperational processes may be used to help protect an organisation from DoS
attacks:

1 Conducting technolygy risk assessments considering the key variables discussed in this
paper in the Risk Identification section

Capacity planning

Ensuring secure network design

Ensuring physical security

Utilising secure application design

Including DoS in business contingitnanagement

Including DoS in security testing scope
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The followingtechnical measures can be used to provide a degree of protection against DoS
attacks to network and system resources:

Deploying antiDoS devices and services
Traffic filtering

Utilising timely patch management
Deploying antivirus software

Performing system hardening

= =4 =4 -a =a



Detect

Given the range of attacks covered by the broad titles DoS/DDoS, it is often not easy to know
when an organisation is under attack. In the DoS case, the effects lgriolixe immediate

and result in a system or subsystem becoming unavailable. The symptoms of a DDoS attack
may take longer to appear and are usually apparent in slow access times or service
unavailability.

Oneoperational measure is to develop relatibmgs with key sources of current IT security
intelligence. Groups such as CERT Australia are in a good position to predict, trace, and even
work to shut down immediate threats to Australian critical infrastructure. Security vendors,
including antivirus firms and consulting firms, can also provide valuable advice on industry
trends and response approachést this reason, it is recommended strong relationships are
established with key security resources to keep abreast of the latest techniques andgmpendi
threats

The followingtechnical mechanisms do not always accurately detect and identify
DoS/DDoS attacks. However, when used in combination a correlation of information can
prove very effective. The following technical approaches can aid in attasbtideat

1 Deploying intrusion detection systems
1 Developing and deploying monitoring and logging mechanisms
1 Deploying honeypot systems to lure attackers away from the real systems

React

Reaction to attack is likely to be of greatest importance to many oatjans but may be
hampered by outsourcing and other technical hurdles. Organisations must be well prepared
to act in the event of a significant and/or sustained DoS attack.

0 R e a coperatioaabprocesses generally involve incident response and analysisuch,

items recommended for consideration to improve operational response capability are:

91 mpl ementing incident response planning to
the processes to be followed in an incident situation. Having cleideirt escalation
thresholds and clear internal communication paths between business areas in an
organisation were identified in the Cyber Storm Il exercise as key methods for improving
incident response.

1 Establishing relationships with telecommunicatiansl internet service providers as these
organisations can provide practical protection, detection, filtering and tracing in the event
of a DoS attack. As identified in the Cyber Storm Il exercise, established relationships
with key organisations facilitas rapid information sharing during a DoS attack, helping to
maintain situational awareness and ensuring more effective incident response and recovery.
Establishing these relationships proactively is crucial because it is difficult to create trusted
relationships during the middle of a DoS attack.

1 Performing attack analysis to react to a current attack and to prevent future attacks.



Technical measures which can be deployed by organisations to respond to DoS or DDoS
attacks include:

1 Using upstream filterig to relieve pressure on subsequent infrastructure. This is the most
common method used to mitigate active DoS attacks.

1 Deploying Intrusion Prevention Systems (IPS) to automatically stop intrusion attempts
when they are detected.

1 Applying rate limitingto ensure that legitimate messages are not mistakenly discarded.

1 Black holing malicious traffic to ignore network communications based on criteria that
were identified in the attack analysis.

1 Increasing capacity to maintain availability of systems inaese to a resource
consumption attack.

1 Redirecting domain names as a short term mitigation approach to alleviating attack impacts
by modifying or removing the IP address the domain name resolves to.

Conclusion

Denial of service attacks are a real thredah&operation of any networked computer system.
While they can be difficult to detect and react to, prudent planning and preparation can mean
the difference between a total shut down of the organisation and a slight inconvenience. The
DoS management fraawork presented provides coverage of security before an incident,
during an incident and after an incident. This is achieved by detailing a governing strategy
and specific recommendations at both operational and technical levels for:

1 Protecting against Do&tacks.

1 Detecting attacks when they occur.

1 Responding appropriately to counter current and future attacks.

Following the recommendations contained in this paper will provide your organisation with a
solid base for minimising the impact of these potelyt@dmaging attacks.

Available Resources

A considerable amount of work has been done in establishing strategies to cope with DoS and
other malicious attacks. Following these established frameworks for DoS management will

not only help to protect against Battacks but the flowsn effects to organisational security

will be noticeable. These frameworks include:

1 CERT/CC,Managing the Threat of DoS Attagi001) is the foremost beptactice
framework for managing DoS risks. It is structured around the @®y@etect and React
triad, providing practical advice for all stages of the DoS lifecycles.

1 Consensus Roadmap for Defeating DDoS Atté2880),developed by the Project of the
Partnership for Critical Infrastructure Secuiitythe United States, descebthe problems
and suggests remediation measures.

1 ISO 27002Code of Practice for Information Security Managen(@005) outlines best
practices for organisational protection of information resources. Aligning practices with
these requirements will aid the overall management of DoS threats.

1 ISM Australian Government Information Security Man(2009) provides policies and
guidance to Australian Government agencies on how to protect their ICT systems.



1 ISP Voluntary Code of Practice for Industry Sefgulation in the Area of-&ecurity
(2009) provides a code of conduct for Australian ISPs regarding the management of
situations where subscribers have malwafected computers that form part of botnets.



Summary of Recommended Actions

1 Incorporate Dodto riskmanagement program
o | 1 Negotiate servicéevel agreements with suppliers for DoS protection and respons
'06)7 levels
= | 1 Consider running DoS scenarios to identify weaknesses (individually and also w
& | business partners)

1 Participate in DoS informatiesharirg networks such as TISN, ITSEAG and CERT
Australia

Operational Technical

1 Include DoS security in testing scope | 1 Utilise antiDoS devices and services
(IT Security Manager) (Network Architect)

1 Complete bottleneck analysis on finite 1 Apply ingress and egress filtering at
network resources (Network network gateways (Network Architect)
Architect/System Administrator) 1 Ensure rigorous patch management

1 Include searity in application and (System Administrator)

= network design (Application/Network | 1 Ensure antvirus controls are ugded

Q Architect) and effective (IT Security

09_ 1 Plan for capacity to endure DDoS Manager/System Administrator)
attacks (Network Architect) 1 Perform system hardening (System

1 Implement appropriate physical securi Administrator)
measures (IT Security 1 Configure routers and network edge
Manager/Operation Manager) devices according to best practice

1 Include DoS in business continuity (Network engineer / System
management (Operations Manager) administrator)

1 Create strong relationstapvith antt 1 Deploy intrusion detection systems (IT:
virus vendors to keep abreast of the Security Manager/Incident Response

© latest techniques and potential attackg Team)

% (IT Security Manager) 1 Develop monitoring & logging

a mechanisms (IT Security
Manager/Sygm Administrator)

1 Form ceoperative relationships with | 1 Deploy intrusion preventiorystems (IT
service providers (Operations Manageg Security Manager/Incident Response

1 Establish DoS incident response plan| Team)

(IT Security Manager) 1 Implement rate limiting (System
— | 1 Perform attack analysis (IT Security | Administrator)
2 Manager/Operations Manager) 1 Apply black holing to drop malicious
e packets (Network Administrator)
1 Increase network/system capacity
(System Administrator)
1 Redirect redundant domain names
(System Administrator )




Cyber Crime Law Making
Case Study

Computer and Internet usage is on the rise due to lower costs of computer ownership and
connectivity as well as faster and easier accessibility. As it is anotbee rof
commercial and personal transaction and one that is heavily dependent on interaction
through computers and automatic agents rather thantddeee meetings, which
increases distance and allows anonymity, it is another avenue for crimes to perpetua

AComputer Crimed encompasses crimes commit:t
contained therein such as software and data, and its uses as a processing tool. These
include hacking, denial of service attacks, unauthorized use of services and cyber
vandal i sm. ACyber Crimeodo describes criminal
electronic communications media. One of the greatest concerns is with regard to cyber

fraud and identity theft through such methods as phishing, pharming, spoofing and
through the abuse of online surveillance technology. There are also many other forms of
criminal behaviour perpetrated through the use of information technology such as
harassment, defamation, pornography, cyber terrorism, industrial espionage and some
regulaory offences.

The existing criminal laws in most countries can and do cover cora@ldéed crimes or
electronically perpetrated crimes. Offences against the computer are relatively new as
they arise from and in relation to the digital age, which tereathe functionality of the
computer as an asset of a borderless information society. New laws are required in order
to nurture and protect an orderly and vibrant digital environment. Offences through the
use of computers merely constitute new ways tominraditional offences using the
electronic medium as a tool. In this case, existing legislation may not be suitable or
adequate for several reasons; for example, the language in criminal statutes may not
apply, jurisdictional issues may arise and pumishts may not be appropriate.

In this case study, | will conduct an overview of the approach taken to criminal law
making in three common law jurisdictions across three continghésUnited States, the
United Kingdom and Singapore. | will critically @axnine the adequacies or otherwise of

the law making machineries of each country to meet the challenges posed by computer
related crimes. | will then assess the adequacies or otherwise of the global response to
what is essentially a worldwide problem thequires a consolidated solution.

The selection of the three jurisdictions as the subject of study is meant to provide a taste
of the challenges facing different sovereign entities with their unique blend of political,
social, cultural and economic persdities. It allows a comparison of the treatment of
laws by a federation of states on the one hand and unitary states on the other, and of the
contrasting approaches between western and Asian as well as older and newer nations.
This will be set against aommon law backdrop, as these countries share similar legal
systems and historical ties, and considered in the context of nations with developed
information technology infrastructure. They will also provide a good springboard to
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